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Technology for enhancing learning has developed rapidly in decades. Teachers can use 
computer technologies to enrich their learning materials, such as adding images and vid-
eos. Abundant teaching materials can be shared on the Web, and learners can easily access 
plenty of information through the Internet. When learners have questions, they can find 
answers or solutions by searching the textbook, learning materials, and the Internet. Learn-
ers can also ask tutors and peers questions as well as discuss problems with them. 

Through sharing and communicating, learning information becomes large and complex. 
Teachers may experience difficulty managing the volume of teaching materials and assign-
ments, while learners can also experience problems in retrieving and deciphering useful 
information efficiently and quickly. To solve this problem, information retrieval technology 
is important for teachers to manage and analyze learning materials and for learners to learn 
efficiently and effectively. 

The purpose of this special issue is to explore how models, theories, and solutions of infor-
mation retrieval and content analysis can be used in online learning and the benefits users 
(i.e., teachers and learners) are able to gain from such systems and agents. This special 
issue covers two aspects of information retrieval techniques – knowledge acquisition and 
information retrieval application – which can be applied in online learning. 

For knowledge acquisition, Dr. Nguyen and Dr. Yang integrate statistics, data mining, and 
natural language processing techniques to construct a concept tree for the course Introduc-
tion to C Programming from text documents in Vietnamese. The method proposed in their 
article can help tutors reduce the time spent on building the ontology of fifty courses for a 
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recommender system which makes suggestions on course selections for students. 

Natural language processing can be used to find models in qualitative data analysis also. 
As such, Dr. Tierney integrates graph theory to accelerate the speed of qualitative inter-
view analysis and to find the categories of analyzed qualitative data. Also, Dr. Wen and 
colleagues use natural language processing to build an asynchronous question answering 
system for assisting teachers to respond to learners’ messages automatically. The system 
is able to identify the colloquial nature of the messages and messages mixed with non-
questions in order to eliminate question-irrelevant contents and to find the core questions 
in the messages. Such a system facilitates communication processes between teachers and 
learners as well as helps reduce learner’s frustrations, attributable to the lack of real-time 
access to teachers in online learning environments. 

Dr. Yu and colleagues, on the other hand, use image processing techniques to analyze in-
structional videos in order to automatically build an interactive index for learners who 
choose and watch lessons in videos. Learners can choose a snapshot region or image seg-
ment from the instructional video for further in-depth study. The researchers in their ex-
periment found high accuracy of recall rate and precision rate compared to the index made 
by teachers themselves. 

Regarding information retrieval applications, Dr. Tang and colleagues designed a person-
alized article recommender which can suggest additional readings for learners based on 
learner characteristics (i.e., interest, background knowledge, job nature, and learning ex-
pectation) and article features (e.g., paper topics). Their results show that such a context-
aware article recommendation system could be effectively used for inexperienced learners, 
who are unfamiliar with a particular learning domain or with course content. 

Dr. Wang and colleagues use the knowledge-based engine, InfoMap, to draw geometry fig-
ures dynamically to help high school geometry students. The accuracy of the figures drawn 
by the system is near 90%. Also, Dr. Baldiris and colleagues design two processes to solve 
the problem of searching for learning objects in distributed learning object repositories and 
placing the learning objects into adaptive learning design automatically to assist teachers’ 
design work. The first process, Learning Object Repositories SEarcher (LORSE), a distrib-
uted learning object searching process, uses two different types of agents – the directory 
facilitator agent and the specific search agent – to support learners in the learning object 
search process; the second process, LOOK, a micro-context based positioning process, 
compares the micro-context of learning objects previously found in the repository and in 
the curricular structure to decide the best location for the learning object in the adaptive 
learning design.

Dr. Butakov and colleagues in an attempt to protect student’s intellectual property sub-
mit student assignments to a plagiarism detection service offered by a third party. This is 
similar to the approach used by teachers when they see suspicious wording in a student’s 
essay; they will search for the particular sentence(s) with conventional search engines such 
as Google and Bing. The proposed architecture only submits partial information to exter-
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nal plagiarism detection services to protect students’ copyright and to avoid intellectual 
property violations. Finally, Dr. Cheng and colleagues developed an e-book hub service on 
a free and open-source cloud computing platform – OpenStack. The e-book hub service is 
designed to help teachers produce, transform, and manage their e-books to fit the needs of 
students who are using different platforms including smart phones, tablets, and desktop 
computers.
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fingertips, plagiarism detection services (PDS) have become a must-have part of LMS. Such 
integration provides a seamless experience for users, allowing PDS to check submitted 
digital artifacts without any noticeable effort by either professor or student. In most such 
systems, to compare a submitted work with possible sources on the Internet, the univer-
sity transfers the student’s submission to a third-party service. Such an approach is often 
criticized by students, who regard this process as a violation of copyright law. To address 
this issue, this paper outlines an improved approach for PDS development that should al-
low universities to avoid such criticism. The major proposed alteration of the mainstream 
architecture is to move document preprocessing and search result clarification from the 
third-party system back to the university system. The proposed architecture changes would 
allow schools to submit only limited information to the third party and avoid criticism 
about intellectual property violation. 
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Introduction
The rapid development of the Internet along with increasing computer literacy has made 
it easy and tempting for digital natives to copy someone else’s work and paste it into their 
own. Plagiarism is now a burning issue in the education, industry, and research community 
(Spafford, 2011). For example, one group of researchers estimated up to 90% of students 
in high schools are involved in different kinds of plagiarism (Jensen, Arnett, Feldman, & 
Cauffman, 2002). Other research has shown that students with extensive exposure to the 
Internet are more inclined to be engaged in copy-paste practices (Underwood & Szabo, 
2003). 

Distance and online education can be even more vulnerable to plagiarism because of its 
remote and asynchronous nature. Concern about such vulnerability is growing along with 
the increasing number of online programs (Heberling, 2002; Marais, Minnaar, & Argles, 
2006). In online course settings, PDS should be used as a tool to combat plagiarism and 
educate students on proper research and writing practices. As an example, Jocoy and DiBi-
ase (2006) showed how automated plagiarism detection tools could be of great assistance 
in helping educators to raise student awareness about plagiarism and improve course out-
comes. Due to its increasing importance, there have been a number of research projects 
concentrated on plagiarism recently. In this study, we concentrate on the plagiarism detec-
tion process, particularly focusing on the architecture of software tools used for detecting 
possible sources of plagiarism. 

A major problem that arises for anyone searching for the sources of a suspicious paper is 
the degree of effort necessary to perform a document search to compare the suspected pla-
giarism with all possible sources. The comparison base can be relatively small if the search 
has to be performed in the scope of a single learning community, such as one college. At the 
other extreme, if the same search has to be done against all publicly available web pages, 
then the searcher must consider billions of documents. To perform such a search at the 
individual school level, each institution would require its own web crawler. This option is 
prohibitively expensive for most of the universities worldwide. The other option—outsourc-
ing the search—may lead to intellectual property (IP) violation charges from the students 
(Bennett, 2009).

In this paper we propose an improved way to build a PDS with an architecture that allows 
a school to use the applicable IP policy and yet also allows the PDS to maintain acceptable 
search capability. The proposed framework is based on the idea that only a limited amount 
of information from the original submission is required to locate potentially similar docu-
ments on the Web. The scope of the proposed approach is to build a PDS based on a conven-
tional web search engine. The goal is not to disclose the entire suspicious submission to the 
third party—the outsourcing company that runs the PDS. This third party may or may not 
have its own web crawler. In the latter case, the PDS has to employ a conventional search 
engine to look for potential sources. This approach restricts the usage of such functions as 
the hashing of search queries to hide content because conventional search engines such as 
Google, Yahoo, or Bing do not work with hashed queries. The approach assumes that the 
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information will be transmitted to the PDS in an unencrypted form, and thus to preserve 
students’ IP we have to limit the amount of information that can be transmitted to the ex-
ternal part of the PDS.

The rest of the paper is organized as follows: The second section, Related Works and Exist-
ing Solutions, describes the major options for how a general purpose PDS can be built and 
outlines why current architectures may be considered inappropriate from the IP protection 
point of view. The third section, Proposed Architecture, discusses a few of the legal cases 
against one of the major commercial PDS available and proposes a solution that would al-
low educators to avoid such cases. The fourth section, Experiments, provides more techni-
cal details about the proposed solution, outlining the modified client-server architecture for 
PDS. It also shares the experimental results that show how much of the original submission 
should be transmitted to PDS to locate similar documents on the Web. 

Related Works and Existing Solutions
Plagiarism detection services are in demand in many areas, including but not limited to 
education, publishing, and research proposal evaluations. Some of these areas may be af-
fected by IP protection legislation. Most likely in education, not all student works are sub-
ject to IP protection, but senior projects and master’s and PhD theses could fall in to this 
category. The same applies to research papers, proposals, reports, and patent applications. 
In this paper we will be talking about IP protection during the process of plagiarism detec-
tion in student papers, but most of the concepts are applicable to other areas. 

There are a number of research studies that deal with detecting duplicated material avail-
able on the Internet. The applied side of this research topic has evolved from earlier projects 
examining plagiarism detection in source code (Donaldson, Lancaster, & Sposato, 1981; 
Krsul & Spafford, 1997) to copy-paste detection in essays and program codes (Burrows, 
Tahaghoghi, & Zobel, 2007). A number of related studies on system architecture have been 
done to examine web indexing (Zaka, 2009), spam protection (Urvoy, Chauveau, Filoche, 
& Thomas, 2008), and writing style detection to identify individuals on anonymous Web 
sites (Abbasi & Chen, 2008). 

Technical intellectual property protection is a well-developed area in digital rights manage-
ment (DRM) systems. There are many ways that DRM systems can be implemented and 
managed. One of the areas that could be related to plagiarism detection is digital water-
marking, especially implementations that establish accountability for copying the protect-
ed digital object (Arnold, Schmucker, & Wolthusen, 2003). DRM and PDS are similar in the 
sense that they allow users to identify the source. For example, the embedded watermark in 
an Oscar Academy award movie sent out for prescreening can reference the person who was 
given that particular copy (Cox, Miller, Bloom, & Fridrich, 2009), and a side-by-side com-
parison of two documents can reveal similarities in the texts. But the ability to implement 
watermarking or steganography on plain text files is very limited as changes will be visible. 

In contrast to the well-established research field of DRM, at the moment there are not very 
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many studies on IP protection during the plagiarism detection process. If we look at the 
PDS currently available on the market, we can see that the PDS architecture for papers sub-
mitted locally is very straightforward. The school maintains a database of all student works 
and compares each new document with the existing ones upon submission. In terms of IP 
protection, the school informs students that their submissions will remain as digital files in 
the school database and will be used solely for PDS. 

Conversely, the Internet search assumes that the paper must be compared against all pos-
sible sources on the open Web. As mentioned above, such a search can theoretically be 
performed on the school side or outsourced to a company that specializes in plagiarism 
detection. Performing such a search would require schools to maintain a web crawler simi-
lar to the ones used by major search engines. Thus this option is cost-prohibitive for most 
schools. Outsourcing, the second option, can be done in two major ways: outsourcing the 
whole process or outsourcing the most data-intensive parts of it. An overview of these ap-
proaches is displayed in Figure 1. There are two important points that should be highlighted 
here: (1) the complete student submission is transmitted to the PDS and (2) the PDS retains 
a copy of the document to use for comparison to other submissions in the future.

Figure 2 illustrates how information flows in the case of complete outsourcing: It starts 
with a student submission on the left side and ends with two similarity reports after passing 
through the university side. Such an approach is used by major players in the PDS market, 
such as iParadigms LLC, with its well-known Turnitin® service (www.turinitin.com), and 
BlackBoard’s SafeAssign (www.safeassign.com). 

The second way is to outsource the most difficult part of the detection process: the global 
search for candidate sources—documents that may be similar to the suspicious submission. 
In other words, this part of the process should narrow down the scope of the search from 
the tens of billions of documents available on the Web to just dozens of documents. As Fig-
ure 1b shows, the university portal in this case has to perform the detailed comparison, but 
it is not as intensive as a complete Internet search. Many smaller scale companies utilize 
public search engines to perform such searches. Crot, one example, utilizes a global search 
API from Microsoft’s Bing search engine to perform this kind of selection. It uses a sliding 
window x words in length, thus sending to the search engine all the phrases from the docu-
ment that have been formed by this sliding window and in doing so performs a very exhaus-
tive search (Butakov & Shcherbinin, 2009).
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Both of the plagiarism detection outsourcing approaches outlined in Figure 1 cause stu-
dents to raise concerns that the PDS violates their IP rights. Up to now, four lawsuits have 
been filed against Turnitin by students. The company has won all of them, but in the latest 
lawsuit students were able to take their case to the point where the judge examined fair use 
policy tests outlined in US copyright legislation (Bennett, 2009). The students claimed that 
Turnitin PDS was making profits using their submissions, and therefore its owners should 
be liable for copyright violation. Although the service was not found guilty of this charge, 
such cases generate negative publicity for the schools involved. Also, similar cases could 
result in different decisions in other countries. For example, European Union law is known 
to be tougher concerning copyright protection. 

Many universities are aware of these legal concerns. For example, the University of Mary-
land, University College suggests that faculty members consider the following questions 
when choosing PDS: “Will the [plagiarism detection] service archive all student submis-
sions for further detection? Will all submissions be immediately destroyed after a report is 
generated?” (VAIL, 2012).
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Figure 2. The complete outsourcing of the plagiarism detection process.

As illustrated by this example, from the IP protection point of view, using an external ser-
vice to only narrow down the search scope is better than outsourcing the whole detection 
process because student submissions will not be stored and reused for profit. But there 
is still a concern because the suspicious submission goes to the third party. From a legal 
standpoint, some suggested using only a limited amount of information from the suspi-
cious text to obtain potential sources from the Web (Butakov & Barber, 2012), but this left 
an open question about how such selection would affect the detection quality. Referring 
back to Figure 1, this approach means that the external PDS should not keep the submitted 
document and should not get it in its original form. The next section outlines the details of 
the architecture based on these principles and can serve as a blueprint for this sort of PDS 
development.

Proposed Architecture
Figure 3 shows the main concepts of the proposed architecture for PDS. The service itself is 
divided into an internal part running on university infrastructure and an external part run-
ning on a third-party system. The internal part plays a service role when it communicates 
with the university portal and a client role when it submits search requests to the external 
part of the service. Most of the data processing is done on university infrastructure. The 
only step in the process performed on third-party infrastructure is the preselection of can-
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didate documents or locating the probable sources of the plagiarized paper on the Web. 
The major difference between the general approach presented in Figure 1b and Figure 3 is 
the form and amount of information that is transferred to the third-party infrastructure. 
The proposed architecture sends out essential queries, instead of sending the complete stu-
dent’s submission.

Figure 3. Outline of the proposed architecture for PDS. 

To use the proposed architecture, we assume the whole suspicious submission is not re-
quired to select candidate sources. This assumption is based on the results of two reports 
that indicated an exhaustive search is not required to detect plagiarism. As Culwin and 
Child (2010) have illustrated, plugging exact phrases into a public search engine can be an 
effective way to locate the source of a suspicious paper, but the question of how to locate 
such an indicative phrase in a document remains. Butakov and Shcherbinin (2009) also 
indicated that if a significant part of the paper was plagiarized from the Internet, there was 
no need to send all possible queries to the search engine: Even as few as 10% of these can 
help to locate the source.  

Like the typical architecture outlined earlier, the process starts with a student submission. 
The university portal prepares the document for the checkup, wrapping it with information 
about the course, assignment, type of required checkup, and so on. The internal part of the 
PDS checks the document against the local database and prepares queries for the external 
part. The distinctive feature of this proposed architecture is the way these queries are pre-
pared. According to the legal requirements that protect IP, these queries should not contain 
enough information to recover the submission in its original form, and they should appear 
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significantly altered from the original document. Such a transformation would give the PDS 
protection from accusations of IP violation. 

One of the more appealing ways to hide the content of the submitted document from the 
third party is to encrypt the queries and perform the search in an encrypted index (Song, 
Wagner, & Perrig, 2000; Goh, 2003). To maintain privacy during the search, these tech-
niques require the search index to also be encrypted; therefore, it should be managed by the 
PDS. In many cases, private PDS outsource search index support. For example, Crot and 
SafeAssign employ Microsoft’s Bing index to perform the selection of candidate documents. 
Such outsourcing makes it impossible for schools to use encryption mechanisms to hide a 
submission from the third party.

Experiments indicate that even limited numbers of properly selected search queries can 
help to locate plagiarism sources on the Web (Culwin & Child, 2010; Butakov & Shcherbinin, 
2009). Essentially this means that the part of the PDS located on school infrastructure can 
prepare some queries from key parts of the text. These essential queries should be enough 
to locate the candidate sources. This technique is very similar to the approach used by many 
language professors when they see a grammatically perfect sentence written by a non-na-
tive student. They put the suspicious sentence in quotation marks and use conventional 
search engines to perform the search. There are a number of benefits to this approach. 
Besides offering a limited selection of results, these queries can be randomly shuffled as 
systems accumulate the results of search queries before selecting the ones with multiple ap-
pearances in the search results. Randomly shuffled, selected key phrases from a suspicious 
document can be considered a significant alternation from the initial submission. Such a 
query will not likely be subject to attack on IP infringement grounds because the complete 
student submission is not transmitted to the third party and cannot be completely restored 
from the information transferred for the search. 

Compilation of the essential queries should consider the amount of information to be trans-
ferred to the third party. The sliding window algorithm that is implemented in the Crot PDS 
uses all possible queries that can be generated from the text. For example, for the Shake-
spearean quote “to be, or not to be: that is the question” with a window length x = 4, the 
algorithm will prepare seven queries: “to be or not,” “be or not to,” “or not to be,” “not to be 
that,” “to be that is,” “be that is the,” and “that is the question.” Obviously if that text has 
y words, the total number of queries can be defined as n = y - x + 1. Since we know that y 
will be much larger than x, we can say the sliding window algorithm will form almost y que-
ries. The initial student submission may be easily required from these queries because two 
neighboring queries, qi and qi + 1, have x - 1 common words. The total number of words that 
will be sent to the search engine will be about y*x. If we decide to select only y1 queries, and 
y1 satisfies the inequality (1), then we can guarantee it will be impossible to fully recover the 
initial student submission from the queries that will be sent to the external part of the PDS. 

y1 < y/x 		  (1)

Of course, inequality (1) does not guarantee that parts of the document cannot be restored, 
but such a recovery may not be considered a violation of students’ IP rights. The submitted 
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text has been significantly altered, and its recovery on the third-party side would be consid-
ered a deliberate attempt to gain access to the copyrighted material. 

At the moment, related research has made no noticeable effort to protect student IP while 
performing the plagiarism detection process. The architecture we have proposed here is 
focused on this issue and leaves room for schools to be flexible in IP protection manage-
ment. When it is necessary to establish a policy on how much of a student submission can 
go to the external PDS, the school may decide to accept the tradeoff between the granular-
ity of search, that is, the probability of catching small-scale plagiarism (one sentence to a 
few paragraphs) versus sending copyrighted material to the third party. Inequality (1) can 
provide a boundary to help school officials make that decision. 

The potential flaw of our proposed architecture is that theoretically it will not be able to 
catch a paper plagiarized from one submitted at a different school if this paper never ap-
peared online and was not accessed by a conventional Internet search engine. The scale 
of this peer-to-peer copying can be assessed by finding out the actual percentage of such 
transfers between schools. Scanlon and Neumann (2002) indicated that the Internet is 
indeed the main source of plagiarized texts. Another study also indicated that about half 
of the surveyed students knew someone who had plagiarized from the Internet (Jones, 
Johnson-Yale, Millermaier, & Pérez, 2008). It also indicates that in many cases, the “deep” 
Web could be a source for plagiarized papers as the majority of students feel that academic 
papers on library databases are a reliable source of information. Even so, major search 
engines such as Bing and Google have access to subscription-based databases of research 
journals, and therefore outsourcing the search can help to locate these possible sources. 
Based on these two factors, we feel that the scale of peer-to-peer copying is not critical com-
pared to the advantages provided by the proposed architecture for PDS. Moreover, local 
plagiarism within the school is taken care of by the database of local submissions outlined 
on Figure 3. Such a database is located on the university infrastructure and will not be sub-
ject to copyright claims from the students. 

The following factors should be considered to assess the scalability of the proposed ap-
proach.

•	 The architecture increases the requirements of the available computational power and 
storage capacity of university infrastructure. Additional storage is required to keep 
digital fingerprints of the submitted documents. If typical fingerprinting algorithms 
(Schleimer, Wilkerson, & Aiken, 2003) or T9-like algorithms are used to compile fin-
gerprints, then we one can expect an additional 20 to 100% increase in required storage 
comparing to the space required for the plain texts. However, such an increase is insig-
nificant, as plain text does not take up much space, and memory prices have followed a 
declining trend for years. 

•	 Additional computational power is required to calculate a single document fingerprint, 
which is necessary for the fast comparison of documents. Since there are many algo-
rithms available that are linear to the document size, such an increase can be also con-
sidered insignificant. 
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•	 Additional requirements will arise to perform one-to-many detailed comparisons in 
the internal PDS. These requirements will impose a high load on the database manage-
ment system (DBMS), and therefore the cost of the DBMS licensing and maintenance 
on the university side will be the main factor that will affect the price of maintaining 
the proposed architecture. In most cases, universities already own and maintain some 
DBMS, and therefore licensing cost increases may not be significant. Hardware invest-
ments along with regular maintenance will have a major impact. 

•	 The scalability of external search capacities could be an issue with the exponential 
growth of Internet content. But if the search is outsourced to one of the major search 
engines, the proposed architecture gets the whole power of this engine. Moreover, an 
OCLC report (2011) indicated that 90% of students begin their search for information 
using a search engine. Thus the probability that a particular source of plagiarism was 
indexed by a general purpose search engine is very high. If such a search engine is in-
cluded in the architecture, the scalability and reliability of the PDS will be sufficient to 
detect copy-paste types of plagiarism. 

•	 Increased requirements on the university infrastructure will ease heavy requirements 
for the DBMS on the third-party infrastructure. This factor can decrease the cost of 
third-party service and reduce the market entrance cost for start-ups, thus promoting 
competition among PDS.

The following section shows the results of our prototype of the four-component architec-
ture for PDS: Learning Management System – Internal PDS – External PDS – Conven-
tional Search Engine. 

Experiment
The experiment was run on a set of papers that simulated different plagiarism levels from 
the Web. The main goal of the experiment was to check the applicability and practical im-
plications of the proposed approach. The experiment was conducted to answer the follow-
ing questions: (a) How does the amount of information used in the search affect the search 
quality? (b) What is the minimal amount of information required for guaranteed detection 
of different levels of plagiarism?

The experiment was conducted using a set of documents that were tailored to simulate dif-
ferent levels of plagiarism from Wikipedia pages. All 500 documents in the set were roughly 
the same length, 3,000 words. We used 50 different pages from Wikipedia as sources. The 
sources were grouped into the following categories: countries, objects from a specialized 
domain, social concepts and actions, and general objects. Wikipedia text was placed as 
one consecutive piece in a random place in the original document. Random placement of 
plagiarized passages was done to ensure the validity of simulated plagiarism since in real 
assignments, plagiarism can appear anywhere in the text. We used 10 different levels of 
plagiarism that took varying amounts (from 5 to 50%) of text from Wikipedia. In total, 500 
documents were generated according to these standards. A 5% increase in the amount of 
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plagiarized text was used to maintain the balance between the granularity of the search re-
sults and the time required to run the experiment. The total amount of 500 documents and 
the coverage of four categories supported experiment result reliability. 

The scan was scheduled to randomly select anywhere from 5 up to 50% of all possible 
phrases made up of six words from each document. For example, for a 5% selection of 
a 3,000-word document, the total number of queries sent to the search engine was 150, 
making the maximum possible value of y1 equal to 900 words. The selection of six words 
is based on two previous studies that have indicated a six-word running window is an ef-
fective search pattern for English language texts (Butakov & Shcherbinin, 2009; Culwin & 
Child, 2010). The Appendix contains tables showing the detailed information of plagiarism 
detection results for the different source categories mentioned above. 

The minor inconsistency can be seen in the results when a higher percentage of search que-
ries sent to the search engine resulted in actually lower detection level. This inconsistency 
could have been caused by network timeouts and the unavailability of certain resources on 
the Web at the time the experiment was conducted. 

Figure 4 summarizes the results for all the documents. It displays the surface of the detec-
tion reliability on two axes: the percentage of text plagiarized and the percentage of queries 
sent to the search engine. Bright areas indicate better results. As can be seen from Figure 4, 
in the experiment’s setting, reliable detection could be achieved for low y1 only if a signifi-
cant portion of the suspicious text was plagiarized from the Web. 

In other words, if only up to 15% of the queries are used from the suspicious document 
then this approach is applicable to the texts with plagiarism level of 45% and above. Or to 
rephrase, if more than 50% of the text is plagiarized then only 15% of the queries will be 
enough to reliably detect the plagiarism. Table 2 in the Appendix indicates that if the topic 
of the paper is very specific, then reliable detection can be achieved with 15% of the queries 
if about 25% of text is plagiarized. This can be explained by the fact that queries with more 
specific keywords draw better results from conventional search engines. 
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Note. Dark areas represent undetected plagiarism.

Figure  4. Summary of the plagiarism detection results.

The less reliable results for documents with lower levels of plagiarism could have been 
caused by the fact that these fragments were not covered by the random selection of the 
search queries. This means that better results for documents with less plagiarism can be 
achieved if, instead of randomly selecting queries, we can prescan a suspicious document 
and define segments that must be covered by the search queries. One possible way to do 
that is to implement an appropriate technique from the authorship detection and stylom-
etry domain (Stamatatos, 2009). This issue will be addressed in subsequent research on the 
proposed architecture. 

Conclusion
In this study, we concentrated on architecture for a PDS. The proposed solution contributes 
to a number of aspects of service architecture development. First of all, this novel architec-
ture makes student copyright protection a main goal and guarantees that no third party 
directly or indirectly makes profit from student work. Limited and scrambled portions of 
student work that departs from the school’s IT infrastructure cannot be used to fully re-
cover the material. 

A second distinctive feature is the decision to outsource the most time-consuming part of 
the plagiarism checkup to a third party, thereby reducing the workload on the university 
IT infrastructure. Such outsourcing removes the necessity for the PDS in each school to 
have its own private web crawler and allows different schools to rely on a common search 
engine for PDS. Such major search engines improve the probability of plagiarism detection 
because they have very high indexing capacities. 

In future research projects, we are planning to work on improving the details of the pro-
posed architecture. One possible direction to take might be to include stylometry in the 
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external part of the PDS to do preliminary checkups. This feature could lead to better scal-
ability of the service, allowing the external part of the PDS to download suspicious sources 
of plagiarism with a higher probability rate and filter them before submitting the results to 
the internal part of the PDS. 
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Appendix: Plagarism Detection Results 

Table 1 

Plagiarism Detection Results on all Simulated Documents 

Percentage of queries sent to the search engine

5 10 15 20 25  30 35 40  45  50

Pe
rc

en
ta

ge
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gi
ar

iz
ed

 te
xt

  5 0 0 0 6 11  17 22 11  28  17

10 0 6 11 28 33  56 50 72  67  72

15 6 17 17 39 56  61 83 78  78  78

20 6 22 50 61 72  89  89  94  94  94

25  0 33 56 78 94  94 100 100 100 100

30  6 61 61 78 94 100  94  89   94   94

35 22 56 72 78 94 100 100 100 100 100

40 39 67 78 94 94 100  94 100 100 100

45 33 72 89 94 94   94 100   94 100 100

50 50 83 94  100  100 100 100 100 100 100

Note. 500 generated assignments taken from 50 source documents.

Table 2 

Plagiarism Detection Results for the Objects from a Specialized Domain Category 

Percentage of queries sent to the search engine

  5    10   15   20   25   30   35   40   45   50

Pe
rc

en
ta

ge
 o

f p
la

gi
ar
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ed

 te
xt

  5   0     0    0   25     0   25   50   50   25   50

10   0     0   25   75   75 100 100 100 100 100

15 25   50   50 100 100 100 100 100 100 100

20 25   25   75 100 100 100 100 100 100 100

25   0 100   75 100 100 100 100 100 100 100

30   0   50 100 100 100 100 100 100 100 100

35 25   75 100 100 100 100 100 100 100 100

40   0 100   75 100 100 100 100 100 100 100

45 75 100 100 100 100 100 100 100 100 100

50 100 100 100 100 100 100 100 100 100 100

Note. 40 generated assignments taken from 4 source documents.
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Table 3

Plagiarism Detection Results in the Social Concepts and Actions Category 

Percentage of queries sent to the search engine

5   10 15 20 25 30 35 40 45 50

Pe
rc

en
ta

ge
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la

gi
ar

iz
ed

 te
xt

5 0     0 10 14 10 19 24 43 43 62

10 0   10 29 29 48 67 81 90 81 86

15 14   19 52 67 76 81 90 90 90 95

20 0   48 67 67 81 90 86 95 90 100

25 29   57 71 81 86 95 95 100 100 100

30 19   71 86 95 95 90 95 95 95 95

35 38   76 86 95 95 100 100 100 95 100

40 29   57 95 95 95 100 100 100 100 100

45 67   95 100 100 100 100 100 100 100 100

50 76 100 100 100 100 100 100 100 100 100

Note. 210 generated assignments taken from 21 source documents.

Table 4 

Plagiarism Detection Results in the General Objects Category 

Percentage of queries sent to the search engine

  5   10   15   20   25   30   35   40   45   50

Pe
rc

en
ta

ge
 o

f p
la

gi
ar

iz
ed

 te
xt

  5   0     0   14   14   14   43   43   29   29   43

10   0   29   29   57   71   86   71   86 100   86

15   0   29   71   86   86 100 100 100 100 100

20 14   43   86 100   86 100 100 100 100 100

25 43   86 100 100 100 100 100 100 100 100

30 14 100 100 100 100 100 100 100 100 100

35 57   86   86 100 100 100 100 100 100 100

40 71 100 100 100 100 100 100 100 100 100

45 86 100 100 100 100 100 100 100 100 100

50 86 100 100 100 100 100 100 100 100 100

Note. 70 generated assignments taken from 7 source documents.
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A Rapid Auto-Indexing Technology for Designing 
Readable E-Learning Content

Abstract
A rapid scene indexing method is proposed to improve retrieval performance for students 
accessing instructional videos. This indexing method is applied to anchor suitable indices 
to the instructional video so that students can obtain several small lesson units to gain 
learning mastery. The method also regulates online course progress. These anchored points 
not only provide students with fast access to specific material but also can link to certain 
quizzes or problems to show the interactive e-learning content that course developers de-
posited in the learning management system, which enhances the learning process. This 
allows students to click on the anchored point to repeat their lesson, or work through the 
quizzes or problems until they reach formative assessment. Hence, their learning can be 
guided by the formative assessment results. 

In order to quickly find the scene to index, some specific description of it was needed. Ac-
tually, most of the instructional videos were recorded by teachers and were part of their 
PowerPoint presentations. Based on the features of the PowerPoint slides in the instruc-
tional videos, such as the title or page number, the specified scene can be found. Since we 
used specific scene descriptions, it was easy to employ the rapid scene detection method 
using an image filter and Sobel mask. Finally, we applied an experimental design to check 
the precision of the scene detection and evaluate user satisfaction. The results showed that 
rapid scene indexing can definitely assist learners in their online learning; that is, it gives 
them better learning mastery and provides regulation for the online learning environment.

Keywords: Scene detection; scene indexing; instructional video; anchored or access point; 
mastery learning; regulated learning; e-learning; PowerPoint

Pao-Ta Yu, Yuan-Hsun Liao, Ming-Hsiang Su, Po-Jen Cheng, and Chun-Hsuan Pai
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Introduction
As a result of the rapid advance of asynchronous learning, there are not enough interactive 
learning objects available to meet the numerous demands of learners (Girasoli & Hannafin, 
2008). The fastest and easiest way to provide an adequate amount of e-learning content 
is to record teachers’ presentations in a classroom or studio and then directly put those 
recordings into a learning management system (LMS) (Mittal, Pagalthivarthi, & Altman, 
2006). Using a high speed Internet connection and streaming technology, learners can re-
peatedly view the recorded instructional videos from anywhere, at any time (Blanchette, 
2012). However, this kind of streaming data lacks flexibility and interactive capability. 
Therefore, a user-friendly interface is required to let students easily capture any segment of 
the recorded instructional videos (Liu & Kender, 2004). 

Most users who spend a long period of time on a course Web site often lose their concentra-
tion and start surfing elsewhere. A regulating mechanism is required to pull students’ atten-
tion back to their online learning. However, a mechanism to improve the interactivity of the 
recorded instructional videos is also needed. This motivated us to apply the technique of 
image indexing to the recorded instructional videos in order to divide them into segments 
with several entry points. Those entry points and the technique of image retrieval easily 
provide interactive features for the lessons (Zhang, Wang, Shi, & Zhang, 2010).

Most of the streaming data can run on a web browser in its corresponding embedded media 
player (Bouvin & Schade, 1999). This embedded player can interpret a given XML or HTML 
document and then follow the instructions to display the correct video content (Sun, Kim, & 
Kuo, 2005). In this experiment, we gave the media player a series of instructions about time 
segments, where each segment corresponded to a short clip of the recorded instructional 
video (Feng, Lu, & Ma, 2002). As we knew, mastery learning requires teachers to partition 
content into several small logically sequenced units. Then, teachers guide students on the 
learning path through one of these small units until students master that particular content 
(Block & Burns, 1976). Therefore, we also needed a pattern recognition method to deter-
mine the logical viewing order combined with the image indexing technique to find the ac-
cess point of each unit of the recorded instructional video (Antani, Kasturi, & Jain, 2002). 
We will give a detailed description of this process in the Method section of this paper. After 
we found a set of access points, we assigned this information to an XML document using 
appropriate tags (Keyvnpour & Izadpanah, 2011). The media player can then follow the 
instructions of this XML document to provide some interactive options, including giving a 
student access to online supervision.

During the self-learning component of a distance education lecture, most learners cannot 
understand the complicated concepts or formulas in a short period by simply reading the 
e-learning content (Chiu, Chow, & Chang, 2007). This inability to grasp the lesson causes 
their learning progress to fall far behind the lecture schedule. Although the asynchronous e-
learning environment permits learners to arbitrarily control the course process so they can 
repeat their lessons as needed, learners cannot successfully discipline  themselves to follow 
the learning schedule just by reading monotonous content (Bergamin, Werlen, Siegenthal-
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er, & Ziska, 2012). Therefore, we designed a mechanism of regular testing which requires 
learners to answer questions corresponding to pop-up information triggered when they 
click on an access point found by the indexing mechanism. If learners select the wrong an-
swer, they have to play the video from the beginning access point to repeat the lesson until 
they reach the expected learning level. The behavior of repeat learning is also described in 
the XML document, and the video can be based on the document to play at a specific time.

This paper presents an automatic method for detecting the changes of the PowerPoint fea-
ture and embedding this instructional video in an online course as an interactive compo-
nent. This is a simple and useful way to tailor the learning context and help learners to en-
hance meaningful learning. The rest of this paper is organized as follows: First, we present 
a literature review and the auto-indexing technology. Next, we discuss its application and 
the experiment’s results. Finally, we present our concluding remarks.

Literature Review

Mastery Learning
Mastery learning is an effective way to make learners reach higher learning levels under the 
appropriate conditions (Bloom, 1982). Its proponents argue that all students can reach high 
levels of mastery of instructional material with the right support. Bloom (1968) stated that 
well organized teaching materials and effective management of a student’s learning process 
are two factors that help individuals achieve successful mastery. According to Bloom (1976) 
and others (Block & Burns, 1976; Fuchs, Fuchs, & Tindal, 1986), mastery learning can be 
accomplished by following specific procedures. The first step is to divide the concepts and 
materials into relatively small and sequential learning units. Each unit is associated with 
concrete learning objectives, and the structure is organized by partitioning difficult content 
into several smaller units that are easier to grasp. After teaching each unit, the instructor 
conducts a formative assessment to determine whether the learners have reached the de-
sired level or not; the assessment also provides students with feedback on their learning 
(Yang & Liu, 2006). The learners who have not mastered the unit begin a process of reme-
dial activities or corrections to assist them in achieving this goal. This learning process is 
shown in Figure 1. Mastery learning is a suitable approach to use with students due to their 
weak discipline in self-directed learning settings.
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Detection Technology
Multimedia indexing and retrieval has become a challenge in light of the huge amount of 
data that must be organized. This is not a trivial task for large visual databases. Hence, 
dividing videos into brief segments might improve the likelihood of completing this task 
(Sakarya, Telatar, & Alatan, 2012). Enabling users to search all digital multimedia data in 
a library and access the relevant information requires efficient analysis, indexing, and re-
organizing for suitable browsing (Naphade, Mehrotra, Ferman, Warnick, Huang, & Tekalp, 
1998; Koprinska & Carrato, 2001; Gargi, Kasturi, & Strayer, 2000; Song & Ra, 2001; 
Hanjalic, 2002; Yuan, Wang, Xiao, Zheng, Li, Lin, & Zhang, 2007; Asan & Alatan, 2009).

With the development of the low-cost digital recorders, it is easy to obtain various kinds 
of recorded data, such as traveling or instructional videos. Since the instructional videos 
that we deal with usually include different lesson segments, the video files must be pre-
processed first (Ahanger & Little, 1996). In this study, the proposed approach addresses the 
problem of instructional video segmentation by using scene detection. Each frame in the 
instructional video is a snapshot of a PowerPoint slide. The feature area selector is designed 
to choose features such as the title or page number of the slide. In this way, the automatic 
detection technology only examines the feature area of the image. The technology performs 
better compared to other methods; indeed, it is faster and simpler.

This detection technology is based on the idea of finding the dominant scene in the video 
according to the selected feature. The approach employs the Sobel mask operator, which 
is commonly used to find the edge of grayscale two-dimensional images. This has the abil-
ity to find the gradient of neighboring points. If we construct a line“image”using the z-
coordinates of the scanned points as the gray scale, then a Sobel mask may detect any sharp 
changes in the gray values (Gonzalez & Woods, 1992).
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Method

Auto-Indexing Technology
Our proposed method provides an automatic scene detection process to find the scenes of 
an instructional video and provide the corresponding access points. After all the data to be 
streamed is fixed with suitable anchor points, the rapid indexing technology can translate it 
to e-learning content in HTML format using those anchored points, as shown in Figure 2. 
For convenience, we call this process an RIT system.

An illustrated example is shown in Figure 3. Based on snapshots obtained using automatic 
detection, the lecture is partitioned into four scenes and the access point of each scene can 
be easily found in the streaming data.
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As shown in Figure 4, we applied spatial filtering, edge detection, and a Sobel mask in our 
method to process the images from the instructional video, using a binary searching algo-
rithm to find the anchored points. The basic rule is that if the comparison result of the first 
image and the last image in an interval is the same, the process will determine that the in-
terval has no target image. Otherwise, the target image exists in the interval. This function 
is designed to provide a user with the feature selection area and can automatically detect 
the proper feature area.

Video Indexing
Early video indexing methods were based on detecting shot boundaries and extracting key 
frames from which visual features like color, texture, shape, or edge were extracted to be 
used as indices (Smoliar & Zhang, 1994; Deng, Manjunath, Kenney, Moore, & Shin, 2001; 
Manjunath & Ma, 1996; Park, Jeon, & Won, 2000).

Whereas initial research in this area was directed at image databases, it did not take long 
for researchers to start using these methods to address the similar issues of retrieval and 
classification for video data. These tasks are guided by suitable indexing methods based on 
the content of the video itself or semantic descriptors that could be extracted from the data 
(Yi, Rajan, & Chia, 2005). Our video indexing technology created a script XML file within 
Windows Media Video (WMV) (Liao, Tsai, Su, Li, & Yu, 2011). The event information is de-
fined by the time the event occurred and is embedded in the WMV files. Three types of event 
information are defined: the swap-image event, the keyword event, and the quiz event. The 
swap-image event consists of a shot image and access point for each slide. The shot image 
is the final snapshot of each slide, and the access point of each slide is its ending time. In-
cluded in the keyword event is both text content and the access point. The text content is 
made up of the keyword information, and the access point for the time of each keyword is 
used. The quiz event is made up of text content and an access point; the former consists of 
the questions and answers and the latter the time of the question period.

When the user moves forward through the lesson, the system will automatically initiate 
a swap-image event to change the current slide to the previous page, as shown in Figure 
8. Then the keyword event will be triggered to display pop-up information, which always 
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provides keywords (or hints) and is edited by teachers. In the instructional video, the quiz 
event will be triggered to display questions in order to examine the learner’s formative 
status.

In this study, the RIT system used XML tags to define the information elements. The infor-
mation elements contain the type of event, the command of execution, the time the event 
occurred, and the playback function. The instructional video was played in accordance with 
the information elements, as shown in Figure 5.

	
Detection Process
Teachers select a video as a source and use the RIT system to retrieve the images of the 
slides from the video, as shown in Figure 6. The feature areas determined by the feature 
area selector serve as the parameters for retrieving images. After the images are retrieved 
with the RIT system, anchored points are created in the video. In addition, the system pro-
vides teachers with the ability to arbitrarily retrieve images from the video.
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Embedding Interactive Information
The RIT system analyzes the access points at which it retrieved the slides and records the 
related information in a temporary XML document, which stores three types of embedded 
information: image, quiz, and keyword. Teachers can add to the content of a learning object 
or edit it by filling in the interface’s fields; the RIT system not only saves this new content 
in XML file format but also records the embedded information. Finally, after teachers click 
the button to embed related information into a video, the system generates a postprocessed 
WMV file and a few XML documents. The system’s outputs are integrated into a learning 
object by the predesigned HTML document.
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Learner Interface
Through the predesigned XML document, teachers can integrate the postprocessed video 
and several XML documents into a learning object. The learner’s interface for e-learning 
courses is shown in Figure 8.
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The instructional video component is the postprocessed video generated by the teacher, 
and the interactive index area shows the complete course content. The previous page com-
ponent shows the previous slide or video image to assist students by reminding them of 
the content that came before. When the instructional video component sends the image 
message, the previous page component changes to the specified image. When the instruc-
tional video component sends the quiz message, the interactive object component will open 
a new window and the playback of the instructional video component will be suspended. 
If students answer the question correctly, the video will continue to play; otherwise, the 
media player will replay the related video clips. Figure 8 shows the quiz window, one of the 
interactive object components.

Learning Activity
When students’ learning activities are ongoing, they can easily focus on the video content 
rather than skip it (as shown in Figure 9). When the quiz window appears, the video will be 
suspended. Students need to answer questions correctly in order to continue the learning 
activity. If they select a wrong answer, the video will be played from the start of the anchor 
point. The quiz window not only gives students feedback but also lets them review the con-
tent in stages. The keyword information was designed to allow teachers to place  emphasis 
on the keywords of relevant hints or concepts. When the keyword window is open, students 
can continue to watch the video without interruption. The third interactive element shows 
the change of slide images. Students can refer to the previous slide to organize the discrete 
concepts.

As we have already mentioned, students spend their energy to concentrate on learning. 
Employing animation and interactivity principles (Mayer, 2005), we have provided the RIT 
system to instruct students using an interactive learning object. The interactive learning 
object is composed of an HTML document, a video, and several XML documents. Teachers 
can embed instructions into the video. When students use the learning objects, the video 
sends instructions according to the predesigned course and manner of progress. If students 
can continue to learn without frustration or distraction, they will be more likely to concen-
trate on their learning activities.
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The Experiment

Detection Analysis
There are many scenes in the instructional videos, and each one represents a different unit 
of the course, arranged in logical order. In order to distinguish between different scenes, 
teachers can select a specified region of snapshot images from the instructional video to re-
trieve the desired features. The features retrieved from consecutive snapshot images in the 
same scene possess the same features. The detailed specifications are shown in Figure 10.

In order to get better detection results, we defined several selected regions for this study. 
Then, we tried the experiment in those regions to measure the accuracy of the retrieved 
features. We considered different sizes of the selected region: custom pixels, 80 x 60 pixels, 
160 x 120, 320 x 240, 640 x 480, and full screen. The custom pixel size is appropriate for 
covering the feature region and is dynamic, in contrast to the fixed cases. We analyze the 
advantages of dynamic and fixed sizes under different considerations in the following sec-
tion.

In the experiment, the performance was evaluated objectively by measures of precision, 
recall, f-measure, and misdetection rates (Shivakumara, Phan, & Tan, 2010). The scenes 
were classified into the following categories by our detection method.

•	 Truly detected key frame (TDK): The detected frames contain the corresponding key 
frame from instructional video. For a page from the course slide, a key frame is the 
frame in which the page content first appeared in the video.

•	 Falsely detected key frame (FDK): The detected frames contain the redundant frames 
besides the key frame.

•	 Key frame with missing data (MDK): The detected frames lose the key frames (MDK is 
a subset of TDK).

For each key frame in the instructional video, we also manually counted the number of Ac-
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tual key frames (AKS), that is, the true key frames. The performance measures were defined 
as follows:

•	

•	

•	 F-measure (F) 

•	 Misdetection Rate (MDK) 

The experimental samples were obtained from four lectures: Digital Learning Design: Mul-
timedia Learning Theory, Blended Learning, Mastery Learning Theory, and Design Experi-
ences, respectively. 

If the precision of the key frame detection was too low, it meant that a lot of unnecessary 
frames were recognized and search efficiency was poor. Moreover, if the recall rate was too 
low, it meant that many key frames were not detected.

Based on the difference of feature region, the precision, recall, and f-measure analysis were 
compared in Table 1. The precision in the custom feature region was higher than the other 
feature regions, with a recall rate of more than 94%. 

The precision was related to the feature region. The precision and recall calculated by the f-
measure proves that the custom region was better than all the other sizes. The experiment’s 
results showed that the feature region was most effective, with better detection results, as 
shown in Table 1.

Table 1 

Feature Region Results for Lectures

Feature 
size(pixels)

Lecture 1 Lecture 2 Lecture 3 Lecture 4

R P F M R P F M R P F M R P F M

80 x 60 0.94 0.65 0.77 0.06 0.95 0.66 0.78 0.05 0.89 0.70 0.78 0.13 1.00 0.40 0.57 0.00

160 x 120 0.94 0.35 0.52 0.06 0.90 0.24 0.38 0.11 0.89 0.40 0.55 0.13 0.94 0.18 0.31 0.07

320 x 240 1.00 0.21 0.35 0.00 0.90 0.11 0.19 0.11 0.89 0.24 0.38 0.13 1.00 0.15 0.27 0.00

640 x 480 1.00 0.17 0.30 0.00 0.95 0.07 0.12 0.05 1.00 0.16 0.27 0.00 0.94 0.10 0.18 0.07

Full screen 1.00 0.06 0.11 0.00 1.00 0.06 0.11 0.00 1.00 0.05 0.10 0.00 1.00 0.07 0.13 0.00

Proposed 0.94 0.94 0.94 0.06 0.95 1.00 0.97 0.05 0.94 1.00 0.97 0.06 1.00 0.80 0.89 0.00

Note: R = Recall (Detection Rate); P = Precision (1 False Positive Rate); F = F-measure; M 
= Misdetection Rate
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Student Satisfaction with the System

Participants
We conducted the experiment to investigate how satisfied students were with the RIT sys-
tem in the online learning course. In total, 46 college students in central Taiwan (20 men 
and 26 women, with a mean age of 33.1 years) who enrolled in the Digital Learning Design 
course participated in the experiment. The experiment ran for 12 weeks. Students watched 
one or two instructional videos online each week.

Instruments
Although information technologies can theoretically be useful to support the learning pro-
cess, a careful evaluation of their benefits is needed (Yengin, Karahoca, & Karahoca, 2011; 
Wu, Tennyson, & Hsia, 2010). In this experiment, we evaluated the RIT system from the 
functionality and usability perspective. We created a questionnaire based on a modified and 
edited version of the questionnaire DeLone and McLean used in their study (1992, 2003) 
and the teachers’ own experiences (Hwang, Tsai, Tsai, & Tseng, 2008). We collected data 
from the 18-item questionnaire that the students completed at the end of the experiment. 
The questionnaire includes questions about system quality, information quality, service 
quality, usage, user satisfaction, and the net benefits of the RIT system. Each item was as-
sessed on a 5-point Likert scale, where 1 was strongly disagree and 5 was strongly agree. 
The Cronbach’s alpha reliability coefficient for the questionnaire was 0.89, with a criterion-
related validity of 0.78.

Procedure
One teacher and 46 students in a single class participated in a trial of the system. The class 
agreed to use the RIT system to support their lectures in the winter 2011 semester. The 
reading materials were uploaded to the learning management system (LMS). Students were 
able to watch the audiovisual materials produced by the RIT system. The procedure of the 
experiment, as shown in Figure 11, was as follows.
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1.	 Before the lecture: Teachers  prepare and produce the instructional videos, turning 
them into the teaching materials by using the RIT system. While preparing the course 
materials, teachers can subdivide lessons into multiple concepts according to the diffi-
culty of the material. Then they can post questions for different concepts to test wheth-
er students understand them. Finally, teachers upload the materials to the LMS.

2.	 During the lecture: Students log in to the LMS system to watch the online materials. 
Once online, they can learn one concept step by step or review other lessons they have 
learned. In addition, students can discover which concepts they still don’t understand 
by working through tests. Teachers can always amend course materials based on the 
situation of the students who are using them.

3.	 After the class: Students were asked to fill out the questionnaire.

User Satisfaction
Table 2 shows that the RIT is able to effectively construct a learning environment. Most 
participants (95.6%) found the application to be satisfactory; the mean satisfaction score 
was 3.81. Of the students, 4.3% were dissatisfied with this regulated learning, possibly be-
cause they didn’t like the test conditions that determined their learning status. Most stu-
dents, 73.9%, were satisfied that the system’s interface was user friendly. Some of them 
suggested the quiz window should be locked onscreen to ensure that students will answer 
the questions.

Of the students, 71.7%  were satisfied that the application could be used and accessed with 
ease. Furthermore, 69.6% were satisfied that their learning progress was integrated into 
the learning management system so that they could search for scores through one single 
system. The majority of the students, 76.1%, were satisfied that the application could be 
operated rapidly with the interface, and 84.8% of them were satisfied with the quality of the 
quiz questions, which made the content clearer. Of the students, 80.5% were satisfied with 
the services provided by the application, such as FAQ and security. Most, 69.6%, said they 
liked to use the application, and 78.3% stated they would often use it in the future.

Moreover, 82.6% stated that they found the application helpful and benefited from the 
learning process. Respondents who chose 4 or 5 (satisfied or very satisfied) said that they 
used the learning application to help them practice and remember important content, not 
only to watch the video. Thus we can conclude that the RIT system was satisfying for most 
students.
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Table 2 

Internal Consistency Results

Construct Non-

existent

Poor Fair Good Excellent Alpha

System 
quality

Ease of use 0(0%) 2(4.3%) 11(23.9%) 29(63%) 4(8.7%) 0.871

Integration 0(0%) 0(0%) 14(30.4%) 28(60.9%) 4(8.7%) 0.875

Ease of ac-
cess

0(0%) 1(2.1%) 10(21.7%) 29(63%) 6(13%) 0.875

Interface 
quality

0(0%) 1(2.1%) 11(23.9%) 30(65.2%) 4(8.7%) 0.868

Rapidity 0(0%) 1(2.1%) 10(21.7%) 31(67.4%) 4(8.7%) 0.867

Information 
quality

Information 
quality

0(0%) 0(0%) 7(15.2%) 31(67.4%) 8(17.4%) 0.868

Service 
quality

Service 
quality

0(0%) 0(0%) 9(19.6%) 32(69.6%) 5(10.9%) 0.868

Usage Intensity 0(0%) 2(4.3%) 12(26.1%) 28(60.9%) 4(8.7%) 0.875

Frequency 0(0%) 1(2.1%) 9(19.6%) 28(60.9%) 8(17.4%) 0.881

User satis-
faction

User satis-
faction

0(0%) 0(0%) 2(4.3%) 41(89.1%) 3(6.5%) 0.875

Net benefits Helpfulness 
and benefit

0(0%) 0(0%) 8(17.4%) 35(76.1%) 3(6.5%) 0.872

Mean 
evaluation

3.831

Conclusions
In this paper, we used an auto-indexing approach to create interactive learning objects. The 
RIT system provides automatic detection technology to assist teachers in producing learn-
ing materials. The automatic detection technology can retrieve slide images from a video 
and record access points. Then, the system transfers the record into information embedded 
in the video. Students can organize the concepts in meaningful ways, viewing the current 
slide with the previous one.

Students can take advantage of elements in this online course which allow them to repeat 
lessons until they reach a specific level. In addition, the anchored point of formative evalu-
ation provides an appropriate way to test students and determine whether they have mas-
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tered the content or not. The course data, including streaming data, text and pictures with 
anchored points can be integrated with the interactive learning objects in HTML format. 
Teachers can easily use the RIT system to give their instructional videos added value.

Finally, the results of our research show that students who use the RIT system have a more 
positive attitude toward the learning process. The RIT system benefits students, allowing 
them to review content asynchronously in the cyber classroom.
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An E-Book Hub Service Based on 
 a Cloud Platform

Abstract
Due to the constant performance upgrades and regular price reductions of mobile devices 
in recent years, users are able to take advantage of the various  devices to obtain digital con-
tent regardless of the limitations of time and place. The increasing use of e-books has stimu-
lated new e-learning approaches. This research project developed an e-book hub service on 
a cloud computing platform in order to overcome the limitations of computing capability 
and storage capacity that are inherent in many mobile devices. The e-book hub service also 
allows users to automatically adjust the rendering of multimedia pages at different resolu-
tions on terminal units such as smartphones, tablets, PCs, and so forth. We implemented 
an e-book hub service on OpenStack, which is a free and open-source cloud computing 
platform supported by multiple large firms. The OpenStack platform provides a large-scale 
distributed computing environment that allows users to build their own cloud systems in a 
public, private, or hybrid environment. Our e-book hub system offers content providers an 
easy-to-use cloud computing service with unlimited storage capacity, fluent playback, high 
usability and scalability, and high security characteristics to produce, convert, and man-
age their e-books. The integration of information and communication technologies has led 
the traditional publishing industry to new horizons with abundant digital content publica-
tions. Results from this study may help content providers create a new service model with 
increased profitability and enable mobile device users to easily get digital content, thereby 
achieving the goal of e-learning.
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Introduction
When an American company called SoftBook Press produced an e-reader called the Soft-
Book in 1998 (n.d.; Schilit, Golovchinsky, Tanaka, & Marshall, 1999), the device wasn’t 
popular because there were just a few suppliers of e-books and e-readers at the time. After 
Amazon released the Kindle in 2007 and Apple the first iPad in 2010 (Amazon Kindle, 
n.d.), the e-book business began to flourish, and digital content became a new trend in the 
related publishing and education industries (Chou, Jay, Lin, & Hsieh, 2010; Shen & Koch, 
2011; Yee, Chia, Tsai, Tiong, & Rajaraman, 2011; Rahman, Alam, & Saddik, 2011). Accord-
ing to statistics from the Association of American Publishers (Sporkin, 2012), the total vol-
ume of e-book sales in the American market has exceeded physical books since January 
2011, when volume increased 116% over January 2010. Compared to the sales volume in 
February 2010, the range of increase reached 202%. Besides the e-reader, digital content 
providers, e-book transaction platforms, and network communication systems are needed 
to bolster the e-book market in order to create an e-book generation—one that is digital and 
paperless. 

Recently, the number of users accessing e-book services has increased due to the latest 
improvements in the capability of cloud computing. Because of the storage limitations and 
computing capability inherent in many mobile devices (Haber, 1999; Sahu, Sharma, Dubey, 
& Tripathi, 2012), more and more companies store e-books in the unlimited and low-priced 
space offered by cloud servers. However, there is currently no appropriate solution to solve 
the load balancing issue when a cloud computing facility is used to maintain e-book sys-
tems.

The purpose of our research was to design and build an e-book hub service with multimedia 
editing capabilities based on open-source resources of cloud computing technology. The 
service we implemented successfully allowed content providers to easily edit and convert 
their e-books and enabled them to manage e-book hub services in an unlimited space of-
fered by the scalable, robust, and safe cloud computing environment.

Cloud Platform Technology
The cloud platform technology we used in this research project is an open-source platform 
called OpenStack (2012a), freeware supported by industry insiders. OpenStack is a cloud 
operating system that adopted the authority clause of Apache Licence 2.0, and it may op-
erate as a private, public, or hybrid cloud environment. OpenStack’s extendable and flex-
ible cloud environment can coordinate with two main public cloud providers, Amazon and 
Rackspace, and support other cloud environments in the future.

The three main kernels of OpenStack are Compute, Object Storage, and Image Service. Fig-
ure 1 shows the system’s architecture, and we have illustrated the system.

Compute Infrastructure (Nova)
OpenStack Compute (2012b), code-named Nova, is open-source software designed to pro-
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vision and manage large networks of virtual machines, creating a redundant and scalable 
cloud computing platform.

Storage Infrastructure (Swift)
OpenStack Object Storage (2012d), code-named Swift, is open-source software that creates 
redundant, scalable object storage using clusters of standardized servers to store petabytes 
of accessible data.

Imaging Service (Glance) 
OpenStack Image Service (2012c), code-named Glance, provides discovery, registration, 
and delivery services for virtual disk images.

Figure 1. Architecture of OpenStack.The Components of the E-book 

The Components of the E-Book Hub System
The architecture of the standalone client-server e-book hub system we developed in this 
research project is shown in Figure 2. We constructed the system with Microsoft IIS, .Net 
applications, and Microsoft SQL Server databases. Its components are divided into three 
parts: the access device, the physical network, and the APPs service.
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Figure 2. E-book system architecture.	

The E-Book Editor
An e-book editor program called SimMAGIC eBook is user-friendly software for editing or 
converting word processor files into e-book formats. Users can use the editor to combine 
all the components—text, images, video, and audio—together to create their own e-books. 
The editor also allows users to transform supported files like PDF or PPT into e-books and 
then upload them to the e-book hub server. The development tools used to create the e-
book editor included Visual Studio C#, Xcode, Eclipse, and Silverlight, among others. Its 
functions allow a user to define, edit, preview, simulate, and export e-book files. Snapshots 
of the function, editing, and operating interfaces in SimMAGIC eBook are shown in Figures 
3, 4, and 5.
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Figure 3. SimMAGIC ebook functions.

Figure 4. SimMAGIC e-book editing application layout.

Figure 5. SimMAGIC e-book interactive operation.
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Cloud Library
The cloud library called SimMAGIC C-Library is a combination e-book hub web server, 
content server, and database server that enables users to store, manage, and provide e-book 
content service. The development tools used to create the C-Library included Visual Studio 
2010, .Net Framework 4.0, ASP.Net C#, JavaScript, HTML, and AJAX, among others. Its 
functions include the uploading and downloading of e-books, e-book hub classification and 
management, user registration and management, e-book catalogue searches, and statistical 
analysis. A snapshot of the web portal for the C-Library is illustrated in Figure 6.

Figure 6. SimMAGIC C-Library portal.

Mobile Device Applications
The application E-book Hub can be used on any type of mobile device with an iOS, Android, 
or Windows operating system to upload or download e-books. Figures 7 and 8 show snap-
shots of the application’s interface.
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Figure 7. E-book Hub on a device with an Android operating system.

Figure 8. E-book Hub displaying an EPUB publication.

Cloud E-Book Hub System
The standalone e-book hub system we described in the last section has limitations in net-
work traffic utilization, load balancing control, and resource management because it lacks 
an automatic adjustment control that would enable it to respond quickly to users’ demands, 
and this problem makes it prohibitively expensive to set up the physical infrastructure and 
operating systems. This has limited the desire of companies to invest money in a standalone 
e-book hub system. Utilizing cloud computing technology with its high capability, fluency, 
extendibility, and security at a low cost may provide a solution to the problem.

To this end, we have designed and implemented a cloud technology-based e-book hub sys-
tem in this study. To transform physical servers into a cloud platform, we used OpenStack, 
an open-source cloud platform in a private cloud environment, and it provided both infra-
structure as a service (IaaS) and platform as a service (PaaS) utilities. We developed the 
cloud-based e-book hub system according to the framework depicted in Figure 9. We used 
OpenStack Compute Infrastructure to develop and manage the cloud e-book hub system, 
which included virtual servers for Web site hosting, content provision, multimedia edit-



An E-Book Hub Service Based on a Cloud Platform
Cheng, Huang, and Lin

Vol 13 | No 5			   Research Articles	  December 2012 46

ing, data backup, network traffic control, and load monitoring. Then we utilized OpenStack 
Imaging Service to develop, manage, and store images on the servers. Finally, we employed 
OpenStack Storage Infrastructure to provide an environment in which to store all the serv-
ers, e-book content, and images.

Figure 9. Our cloud e-book hub system framework.

The hardware for the whole system included physical servers, network infrastructure, and 
users’ mobile devices. The physical servers used to build an OpenStack platform provided 
Cloud Control, Cloud Compute, Swift Storage, and Glance Image services. 

Cloud Control – Cloud Compute Service
The Cloud Compute service controls the operation and resource management of a cloud 

system. It also constructs virtual machines in the environment, as depicted in Figure 10. 
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Figure 10. Cloud Control and Cloud Compute service.

Swift Storage Service
The Swift Storage service provides space for all the services in a cloud system. With 
the characteristics of unlimited storage, built-in replication, higher performance, 
and highly scalable read/write accessibility, the service enhances the reliability, com-
pleteness, and extendibility of the cloud system. The service is depicted in Figure 11. 

Figure 11. Swift Storage service.
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Glance Image Service
The Glance Image service manages virtual machines in the cloud environment. For ex-
ample, images for virtual web servers may be automatically launched or shut down to ac-
commodate heavier or lighter web requests. The service architecture is shown in Figure 12.

Figure 12. Glance Image service.

We used a high availability (HA)-server load balancing feature to provide high reliabil-
ity, even flow distribution, and load balance for the virtual web servers. Our objective 
was to maintain the overall robustness of the system, so that when one of the cloud com-
pute nodes was overloaded, the virtual web servers hosted on others continued working. 
Based on our desired strategy for traffic distribution, the system could use round-robin, 
least-connection, or weighted distribution algorithms to balance the traffic rate and de-
crease the chances of distributed denial of service (DDoS). In addition, SNMP and Win-
dows management instrumentation (WMI) helped monitor the load and traffic rate on 
the server. With the automatic adjustment program, the Glance Image service increased 
or decreased instances of web servers according to predefined thresholds for loads and 
traffic. This automatic adjustment capability clearly demonstrated the advantage of 
cloud technology in resource management. All the virtual servers operated on instances 
constructed by cloud compute nodes, and their storage space was provided by the Swift 
Storage service. A framework for the entire cloud e-book system is depicted below.
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Figure 13. E-book cloud service.System Performance Verification

System Performance Verification
We used the Apache Jmeter (2012), an open-source testing tool, to verify the performance 
of the systems we implemented in this study. The tool was used to measure the perfor-
mance of a standalone e-book hub system and a cloud-based e-book hub system equipped 
with HA-server load balancing, as illustrated in Figure 13. 

The elements that made up the test environment are shown in Table 1. To create a test 
environment close to the application’s real-life situation, we set up cloud services in the 
server farm of a school and used Apache Jmeter to test the system’s performance from 
places outside the campus. Figure 14 shows the network path we used for the tests. The 
tests showed that 20, 40, 80, and 160 users were concurrently sending read requests to the 
target system 500 times. The Apache Jmeter recorded the response time for each request, 
which included logging into either the standalone or cloud-based e-book hub system and 
reading an e-book from the system. The recorded response times served as the measure for 
the system’s performance.

Table 1

The Test Environment

Cloud node

Vendor HP

Module ProLiant DL320 G5p

OS Ubuntu 10.04.3 LTS /OPENSTACK

CPU Intel Xeon X3210(Quad-Core)  @ 2.13GHz *1
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RAM 8 GB

HDD HP WCASY6755765 ATA 500 GB

Network Broadcom NetXtreme BCM5715 Gigabit Ethernet *2

Instance

Application APPs Server of E-book Hub Service

OS Windows 2003 + IIS 6

Vcpu 1

Vram 2 GB

Figure 14. The network path for the test.

We have summarized the simulation results in Table 2. Here are the definitions for the 
fields in the table.

•	  Average – The average response time for a set of simulations. 

•	  Median – The median (50%) response time for a set of simulations. 

•	  90% Line – The 90% quantile response time for a set of simulations. Only 10% of the 
simulations had a longer response time than this number.

•	  Min. – The minimum response time for samples with the same label. 

•	  Max. – The maximum response time for samples with the same label.
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Table 2

Simulation Results, with Response Times in Milliseconds

Single Virtual Machine (stand-alone system)

Label
# Sam-

ples
Average Me-

dian
90% Line Min. Max.

20 users 10,000 403 355 645 45 2,696

40 users 20,000 814 744 1,298 44 6,137

80 users 40,000 1,636 1,488 2,664 45 11,765

160 us-
ers

80,000 3,317 2,787 5,421 52 109,505

HA-Server load balancing (cloud-based system)

Label
# Sam-

ples
Average Me-

dian
90% Line Min. Max.

20 users 10,000 417 407 465 139 3,528

40 users 20,000 832 796 927 138 4,747

80 users 40,000 1,666 1,556 1,898 244 6,106

160 us-
ers

80,000 3,354 2,900 4,898 249 105,008

The results of our tests show that the cloud-based e-book hub system functioned better 
than the standalone e-book hub system when the system’s load was increased gradually. 
Compared to the single virtual machine, the 90% quantile response time of the cloud-based 
system was shorter in each test environment. According to the 90% Line statistics, the 
heavier the load was on the system, the more stable it became.  

Figures 15 and 16 present the results of 40,000 requests simulated through 80 users, 
with 500 read requests per user. As Figure 16 illustrates, the centralization of graphs 
for the cloud-based system with HA-server load balancing shows that it was more sta-
ble than the standalone e-book hub system. In this study, we not only designed a cloud-
based e-book hub system, we also implemented it in the OpenStack cloud computing 
environment. By using cloud computing, the quantity of e-book-provisioning servers 
could be flexibly increased just in time to meet the sudden demand of a high load.
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Figure 15. Single virtual machine.

Figure 16. HA-server load balancing structure.
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Conclusions
In this study, we designed and implemented an e-book hub service on the cloud comput-
ing platform to overcome the limitations of storage and computing capabilities inherent 
in many mobile devices. Our system allowed content providers to easily edit and convert 
their multimedia e-books and manage the e-book hub service in an unlimited capacity that 
offered scalable, robust, and safe cloud computing services. Results from this study may 
help content providers to create a new service model with increased profitability and allow 
mobile device users to easily access digital content, helping them to achieve the goal of e-
learning.

We can take a few directions to extend the work we did in this study. So far, the e-book hub 
system can only operate on Windows servers. We can migrate the developed program to 
Linux servers to reduce the total cost. Besides, in order to achieve the goal of self-service 
cloud computing on demand, information from virtual server images should be automati-
cally inserted and converted when it is constructed with the cloud-init component. 
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Contexts in a Paper Recommendation System 
 with Collaborative Filtering

Abstract
Making personalized paper recommendations to users in an educational domain is not a 
trivial task of simply matching users’ interests with a paper topic. Therefore, we proposed a 
context-aware multidimensional paper recommendation system that considers additional 
user and paper features. Earlier experiments on experienced graduate students demon-
strated the significance of this approach using modified collaborative filtering techniques. 
However, two key issues remain: (1) How would the modified filtering perform when target 
users are inexperienced undergraduate students who have a different pedagogical back-
ground and contextual information-seeking goals, such as task- and course-related goals, 
from those of graduate students?; (2) Should we combine graduates and undergraduates in 
the same pool, or should we separate them? We conducted two studies aimed at addressing 
these issues and they showed that (1) the system can be effectively used for inexperienced 
learners; (2) recommendations are less effective for different learning groups (with differ-
ent pedagogical features and learning goals) than they are for the same learning groups. 
Based on the results obtained from these studies, we suggest several context-aware filtering 
techniques for different learning scenarios.
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Introduction
A recommender system (RS) can follow the steps of its user, observe the interests of a 
group of similar users, and pick items that best suit the user based on either items the user 
liked (content-based filtering) or implicit observations of the user’s followers/friends who 
have similar tastes (collaborative filtering, or CF; McNee et al., 2002; Herlocker, Konstan, 
Terveen, & Riedl, 2004; Lekakos & Giaglis, 2006). In the majority of these approaches, 
the successful match of the recommended item is measured by its utility, usually given a 
numerical rating by the user based on how much he or she liked the item (Adomavicius, 
Mobasher, Ricci, & Tuzhilin, 2011), a single-dimensional RS. However, users’ preference 
for an item may be influenced by one or many contexts (Tang & McCalla, 2009; Winoto & 
Tang, 2010; Adomavicius et al., 2011). For instance, say a user is looking for a movie that is 
suitable for a fun family activity, such as a “family-friendly” movie. Contexts considered in 
a RS would vary depending on the applications (e.g., movies, books, music, education, etc.) 
and tasks the system intends to support (Gunawardana & Shani, 2009). 

In the field of e-learning, a RS can help a tutor or learner to pick relevant courses, programs, 
or learning materials (books, articles, exams, etc.), and the contexts include the user’s learn-
ing goals, background knowledge, motivation, and so on. These contextual attributes can 
be injected into the recommendation mechanism during either the prerecommendation or 
postrecommendation filtering process (Winoto & Tang, 2010; Adomavicius et al., 2011).  A 
context-aware RS is referred to as a multidimensional RS. 

Table 1 presents an example of a user rating matrix in single and multidimensional RSs for 
books. Here, target user John’s rating of The Da Vinci Code can be predicted (the cell with 
“?”) based on the ratings of those sharing similar interests with him. 

Table 1

An Example of a Single-dimensional (Top) and Multidimensional (Bottom) Book Ratings

Jane Eyre Robinson Cru-
soe 

Lord of the 
Flies

To Kill a 
Mockingbird

The Da Vinci 
Code

Alice 8 7 6 8 5

Bob 6 7 6 6 6

Carol 6 5 7 7 6

John 5 5 8 ? ?

Jane Eyre Robinson Cru-
soe 

Lord of the Flies To Kill a Mock-
ingbird

The Da Vinci 
Code

story style impact sto sty i sto sty i sto sty i sto sty i

Alice 8 7 8 7 6 8 6 6 5 8 7 8 5 6 5

Bob 5 5 8 7 8 6 8 6 5 6 6 7 7 6 6
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Carol 7 6 6 6 4 4 8 7 7 5 7 8 6 6 6

John 5 5 6 7 5 4 7 8 8 ? ? ? ? ? ?

In the multidimensional RS, each book’s overall rating is reflected by three sub-ratings: 
story, style (writing style), and impact. The overall rating, when represented by subtle and 
specific attributes, tends to be a more reliable predictor of whether users like the book or 
not. Excluding contextual considerations, Carol is the closest neighbor to John (Table 1, 
top); however, if we only consider the story of the books, Bob is his closest neighbor (Table 
1, bottom).  As such, in the first case the book To Kill a Mockingbird will be suggested to 
John (the predicted rating of the book is 7); while in the latter case, The Da Vinci Code will 
be recommended. From the situated cognition point of view, the context-aware perspec-
tive incorporated in multidimensional RSs can more appropriately capture human beings’ 
information-seeking and cognitive behaviors (Rieh, 2002).

Tang and McCalla (2009) explored the factors that may result in a high rating for a paper in 
terms of its pedagogical benefits (whether the learner has gained knowledge from reading 
the paper will affect his or her rating). Results showed the importance of several pedagogi-
cal contexts in making a paper recommendation, particularly that learner interest is not 
the only dimension. Other contextual information-seeking goals, such as task- and course-
related goals, are also important to learners’ perceptions of the paper’s value. Learners’ 
willingness to peer-recommend a paper largely depends on how close the paper topic was 
to that of learners’ own work. These observations can help tutors determine which items to 
select. 

In this paper, we extend the research efforts of Tang and McCalla (2009) by performing two 
groups of experiments on both undergraduate and graduate students spanning a period 
of two years. The major reason we tested two distinct learner groups is twofold: First, it is 
known that RS performance is sensitive to users from different segments of the population, 
affected by factors such as demographic or socioeconomic status (Pazzani, 1999; Lekakos & 
Giaglis, 2006). Second, the two learner groups differed significantly in a number of key con-
texts which the recommendations should consider: pedagogical background, job-related 
experiences, learning goals, study practices, and so forth. Bernt and Bugbee (1993) pointed 
out that these contexts are good and persistent indicators of academic success in learning 
environments. In addition, people make judgments based on both the information and cog-
nitive authority of the item (Rieh, 2002). The former is defined by the extent to which users 
think that the item is “useful, good, current and accurate,” while the latter is the extent to 
which users think that they can trust the item (Rieh, 2002). Both of these judgment criteria 
motivated us to conduct two sets of studies on two pools of learners with different back-
grounds. Specifically we report our findings from the comparative study of the two learner 
groups to address two key issues: (1) how would the recommenders perform when the tar-
get users are undergraduate students who have a different pedagogical background and 
contextual information-seeking goals, such as task- and course-related goals, from those of 
graduate students?; (2) Should we combine the pools of different learners into a single pool, 
combining graduate and undergraduate students into the same group, for example? Or 
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should we separate them into different pools for the collaborative filtering? Based on these 
extensive studies, we further make recommendations on several context-aware techniques 
for different learning scenarios. 

The organization of this paper is as follows: In the Related Works section we discuss the 
earlier efforts of researchers exploring contexts in (educational) recommendation systems. 
The Recommendation Techniques and Experiment Setup section provides the details of 
the modified CF techniques for educational paper recommendation and shows the recom-
mendation flow of our system. The Experiment I section documents our first study (focused 
on experienced learners) and highlights the performance of the CF under various learning 
scenarios, while the Experiment II section introduces our second study (using inexperi-
enced learners) and compares the experiment results with those in the first study. Then 
we provide a general discussion of our study and conclude by describing what  lessons we 
learned from our research.  

Related Works
To the best of our knowledge, no researchers have studied the cross recommendation of 
learning material among two or more groups of learners, and very few have studied the 
contextual attributes of educational RS. In this section we will discuss related work from 
two perspectives: context-aware RS and educational RS. 

Context-Aware Recommender Systems
Adomavicius et al. (2011) argued that dimensions of contextual information can include 
when, how, and with whom the users will consume the recommended items, which there-
fore directly affects users’ satisfaction about the system’s performance. Pazzani (1999) stud-
ied a demographic based-CF which identified the neighbors of a target user and made rec-
ommendations accordingly. Lekakos and Giaglis (2006) considered users’ lifestyles (their 
living and spending patterns) when making recommendations. Winoto and Tang (2010) 
studied a mood-aware recommendation approach that considered a user’s mood to find 
a like-minded group for recommendation. In our study, the contexts are a learner’s back-
ground knowledge and learning goals. Since undergraduate and graduate students have 
different background knowledge and goals, we expect their satisfaction with the recom-
mendations will vary. 

(Context-Aware) Educational Recommender Systems
Despite researchers’ recent efforts to incorporate contexts into the recommendation pro-
cess, the majority of early efforts in educational RS have been based on learners’ interests. 
For example, Recker, Walker, and Lawless (2003) studied the recommendation of edu-
cational resources through Altered Vista, a system that enables teachers and learners to 
submit comments on the resources provided by learners who are precategorized into dif-
ferent “pedagogical” groups. Brusilovsky, Farzan, and Ahn (2005) reported on their user 
study of Knowledge Sea III, which provided “annotation-based” social navigation support 
for making personalized recommendations. McNee et al. (2002) investigated the adoption 
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of CF techniques to recommend additional references for a specific research paper. A simi-
lar study conducted by Torres, McNee, Abel, Konstan, and Riedl (2004) utilized document 
titles and abstracts to make recommendations. Other recommendation studies made use 
of data mining to construct user profiles (Khribi, Jemni, & Nasraoui, 2009). These stud-
ies failed to consider whether the recommended paper is appropriate to support learning 
(goal-oriented RSs). 

Recently, researchers have made efforts to identify and incorporate learners’ pedagogi-
cal features (contexts) for recommendations. Nadolski et al. (2009) studied the effect of 
a learner’s competence level, study time, and efforts on the performance of an educational 
RS. The contexts considered in Manouselis, Vuorikari, and Van Assche’s study (2010) on 
recommending learning objects were similar to ours (learning goals, ease of use, etc.), al-
though the target users were not students. Other similar efforts include Lemire, Boley, Mc-
Grath, and Ball (2005); Khribi et al. (2009); Gomez-Albarran and Jimenez-Diaz (2009); 
Manouselis et al. (2010); and Drachsler et al. (2007). Table 2 compares the contexts used 
in these studies with those used in ours. 

Table 2

Various Studies in (Context-aware) Education RS
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Recommendation Techniques and Experiment Setup

Pedagogical Paper Recommendation: Techniques 
Since providing recommendation in a pedagogical context differs from doing so in other 
settings, we have modified the traditional techniques according to the characteristics of the 
learning domain. Broadly speaking, these characteristics are (1) the limited number of us-
ers, (2) the large number of unrated or new items, (3) the likelihood of the learners having 
difficulty understanding the items, and (4) the numerous purposes of the recommendation.

When there are a limited number of users and large numbers of unrated/new items, our 
RS cannot rely solely on rating-based CF (a cold start problem). Therefore, we considered 
a user model-based CF that does not need many learner ratings. We also took into consid-
eration paper popularity (the average overall ratings of a paper) in an attempt to start the 
recommendation process when there were not many ratings in the system (this technique is 
largely considered to be nonpersonalized). Factors considered in our multidimensional CF 
were mainly used to correlate one user with another. Specifically, we considered the follow-
ing factors: a paper’s overall ratings, popularity, value-added, frequency of peer recommen-
dation (or peer_rec), and learners’ pedagogical features, such as interest and background 
knowledge. Overall rating represents the total rating given to a paper by a user (using a 
Likert scale of 1 to 4). Value-added represents the knowledge the user learned from a paper, 
and peer recommendation is defined as the user’s willingness to recommend a paper to 
other learners.

Regarding the numerous purposes for recommendation, a tutor may aim for overall learner 
satisfaction (the highest possible overall rating), to stimulate learner interest only (the high-
est possible interest rating), or to help the learner gain new information only (the highest 
possible value-added rating), and so on. It is thus both appealing and imperative to collect 
multiple ratings and study multidimensional CFs that can utilize them. Table 3 categorizes 
the various recommendation techniques used in our studies, which generally fall into three 
main categories: content-based, CF-based, and hybrid recommendation.1 

1	  Interested readers can refer to Tang (2008) for details on these algorithms. 
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Table 3 

A Summary of the Various Recommendation Techniques

Category Name Remarks

Content-based ContentF Content-based filtering

CF-based 1D-CF Uni-dimensional rating-based CF

3D-CF Multidimensional rating-based CF

UM-CF (2D-CF) User model-based CF

PopUMCF A combination of non-personalized and UM-CF

Hybrid PopCon2D A combination of non-personalized, user item content filter-
ing and 2D-CF

Nonpersonalized Recommendation (Benchmark)
Note here that we regard the inclusion of paper popularity as a nonpersonalized method. 
That is, this type of recommendation technique generates items based on a group of users 
tastes. We treat all of the students in the same class as a group. For  this equation, the aver-
age rating of each paper, k, among all same-grade learners (denoted as kr~ ), will represent 
the paper’s popularity. 

1D-CF
Unidimensional, rating-based CF is the traditional CF that has been used in the literature 
(Herlocker et al., 2004; Adomavicius et al., 2011). First, we calculated the Pearson correla-
tion between users a and b, using the formula
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In the learning domain, not many papers (less than 30 for each student in one semester) are 



Contexts in a Paper Recommendation System with Collaborative Filtering
Winoto, Tang, and McCalla

Vol 13 | No 5			   Research Articles	   December 2012 63

commonly assigned as part of the learning activities in a course. Thus, our research focus is 
on a limited number of co-rated papers, so |K| ≤ 5, and the number of neighbors |B| ranges 
from 2 to 15. 

User-Model-Based Collaborative Filtering (UM-CF)
In rating-based CF, a target user needs to rate a few papers before we can find his or her 
neighbors, which is a major drawback especially at the beginning of each semester when 
ratings have not yet been provided by students. This issue has long been known as one type 
of a cold start problem, known as the new user problem (Schein, Popescul, Unger, & Pen-
nock  2002). Fortunately, a user model-based CF (UM-CF) can be employed for users who 
previously have not rated any papers. The UM-CF extracts a user’s interest and his or her 
background knowledge and injects these features into Equation 1 in order to compare the 
similarity between each user. In other words, UM-CF compares users based on their inter-
ests and background knowledge, and makes recommendations accordingly. 

Combinations of Nonpersonalized Recommendation and User 
Model-Based Collaborative Filtering (PopUM-CF)
PopUM-CF is a combination of UM-CF with the nonpersonalized recommendation meth-
od. It is used to overcome rating-based CF’s reliance on co-rated papers. 

Combinations of Content-Based Filtering, Nonpersonalized 
Recommendation, and User Model-Based Collaborative Filter-
ing (PopCon2D)
Another hybrid method combines content-based filtering with nonpersonalized recom-
mendation and user model-based CF, namely PopCon2D (it stands for popularity + con-
tent-based filtering + 2D user model-based CF). However, we normalized the closeness 
value by dividing each value with maxB (|closenessb|) so that our closeness value is always 
between -1 and 1.

The Recommendation System at a Glance
The proposed paper recommendation is achieved through a careful assessment and com-
parison of both learner and paper characteristics. In other words, each individual learner 
model will first be analyzed in terms not only of learner interest but also pedagogical fea-
tures. Paper models will also be analyzed based on the topic, degree of peer recommenda-
tion, and so on. The recommendation is carried out by matching learner interest with the 
paper topics, with the goal of ensuring that the technical level of the paper should not im-
pede the learner from understanding it. Therefore, the suitability of a paper for a learner is 
calculated by whether this paper is appropriate to help the learner in general. 

When the tutor first initiates the system, she or he will be requested to fill in briefly the 
learner model, including learning goals, interest, knowledge background, and so forth. 
The tutor will then see the user interface listing an initial set of recommended articles that 
matches the learner’s profile. Figure 1 illustrates the overall architecture of the system. 
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The system consists of four main panes, showing the user model, paper model, paper rat-
ing, and recommendation (see Figure 2). 

Figure 3 illustrates the results of an ensemble method, where we applied a weighted voting 
mechanism. The best three recommended papers from each applicable method (ContentF, 
UM-CF, PopUM-CF, and PopCon2D) are shown at the top of the figure, while at the bottom 
the calculation of users’ weighted voting is visible. As a class proceeds, more papers will be 
rated by the learners, and therefore more methods can be used to make recommendations.
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As Figure 3 illustrates, the Sullivan paper is recommended to learner #121 after obtaining 
the highest votes from four applicable recommendation methods.

Experiment I

Data Collection 
The first experimental study (hereafter Experiment I) was conducted in an introductory 
software engineering course for master’s-level students. In total, 40 part-time students at-
tended the course. Since in this pool students have at least one year of working experience 
in the IT industry or an IT-related field, we considered them experienced learners. During 
the class, 22 papers were selected and assigned to students as their reading assignments 
according to the curriculum of the course, without considering the implications the choices 
had for our research. The number of papers assigned each week varied according to their 
length. In total, 24 students agreed to participate in this experiment.

At the beginning, learner profiles were drawn from a questionnaire consisting of four ba-
sic categories: interest, background knowledge, job nature, and learning expectation. After 
reading each paper, students were asked to fill in a paper feedback form evaluating several 
features of each paper, including how difficult it was to understand, its degree of job-re-
latedness for the user, how interesting it was, its degree of usefulness, its ability to expand 
the user’s knowledge (value-added), and its overall rating (on a 4-point Likert scale). Using 
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the collected ratings, we applied the recommendation techniques explained in the previous 
section to find the best one (top 1), the best three (top 3), and the best five (top 5) recom-
mended papers for each target learner. Then we recorded the ratings given by the target 
learners to these recommended papers for our analysis.

Evaluation Metric
Evaluation protocols and methodologies should be designed to appropriately reflect the 
tasks that the RS supports and the users of the system (Herlocker et al., 2004; Gunaward-
ana & Shani, 2009; Winoto & Tang, 2010). Our system is not intended for accurately pre-
dicting user ratings; instead, it helps learners understand the materials well in order to 
recommend the most appropriate papers. Therefore, our evaluation stresses learner accep-
tance rather than pure prediction accuracy (similar to those evaluations done by research-
ers in earlier works, including McNee et al., 2002, Torres et al., 2004, Brusilovsky et al., 
2005, and Recker et al., 2003), which aligns with baseline measurement of a RS’s quality 
(Herlocker et al., 2004). 

Results
In some experiments involving CF methods, we chose 10 neighbors, selected after our anal-
ysis of a one-dimensional CF. Figure 4 shows some of the average overall ratings in 1D-CF 
with the number of neighbors, N, for the number of co-rated papers |K| equal to 2, 4, and 
8. It also shows the average overall ratings for all combinations of |K| (from 2– to 15) and 
(top 1, top 3, top 5), labeled as “Total Average.”
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Figure 4. The average overall ratings with the number of neighbors used in 1D-CF.

When the number of co-rated papers is two, the performance is very unstable. The aver-
age ratings slightly decrease when the number of neighbors increases. This phenomenon 
indicates that pure CF-based methods rely on the quality of the neighbors and the dense-
ness of the rating database. Therefore, the key issue is the similarity between the ratings. In 
our data, the total average reaches its maximum value when N = 10, which we used in our 
rating-based CF methods. 
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Discussion
The experiment’s results are encouraging, especially because they confirm that making rec-
ommendations to learners is not the same as making recommendations to users in com-
mercial environments such as Amazon.com. In learning environments, users are willing 
to accept items that are not interesting if they meet their learning goals in some way or 
another. For instance, our experimental results suggest that a user model-based CF works 
well with content-based filtering and nonpersonalized methods (such as paper popularity), 
such as  PopCon2D. Although the computation required for PopCon2D is more sophisti-
cated than other CF-based approaches, under certain circumstances it helps inform the 
recommender and therefore improve the recommendations. 

Our findings illuminate learner satisfaction as a complicated element of learner character-
istics, rather than a single issue of whether the paper topics matched learner interests. The 
results lead us to speculate that if there are a limited number of both papers and learners in 
the domain, considering other features, rather than relying on an overall rating and user in-
terest, can help inform the recommendation. Table 4 summarizes our recommendations for 
adopting appropriate mechanisms based on various learning scenarios. Here, PopCon2D 
performs very well in three typical learning contexts for picking the single best paper, and 
the more complex PopUM-CF works well for making the best three recommendations. Due 
to its characteristics, PopCon2D can not only be used to start the recommendation but 
also to inform the recommendation (since it contains information such as paper popular-
ity, paper content, user model of learner interest, and knowledge background, all of which 
can be used to generate recommendations without paper ratings). In dimensions such as 
this, with a limited number of both papers and learners (and other constraints, such as the 
course syllabus), we conclude that considering features other than just overall ratings and 
user interest can help inform the recommendation.  

When the system does not have enough data on paper and user models, a content-based fil-
tering method is appropriate because it matches the new user model and existing user and 
paper models. However, when there are not enough papers to perform the matching, some 
other features, such as popularity, jr~

,  need to be injected to inform the RS, as in PopCon2D 
and PopUM-CF. These methods define the features of pedagogical paper recommendation 
and reflect the reality that human judgments about scientific articles are influenced by a 
variety of factors, including a paper’s topical content, its content appropriateness, and its 
value in helping users achieve their task (Custard & Sumner, 2005). They also highlight the 
importance of appropriately incorporating such factors into the recommendation process.
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Table 4 

A Summary of Suggested Recommendation Methods

Experiment II

Experiment Setup and Evaluation Metrics
In this study (hereafter Experiment II) we collected data from 45 undergraduates who 
took a junior-level software engineering course. It is a mandatory course for full-time un-
dergraduates in three majors: computer science, information technology, and a double-
degree program of computer science and management. Most students claimed that they 
were inexperienced in practical software engineering when taking the course. Evaluation 
metrics were the same as those used in Experiment I in that we assessed recommendation 
performance in terms of three ratings: overall, aid_learning and value_added; however, 
we were more interested in ratings for both aid_learning and value_added because most 
undergraduates were inexperienced and this was their first software engineering course. 
Intuitively, undergraduates with less background knowledge may find more “new” infor-
mation compared to the graduates. Hence, both aid_learning and value_added become 
more important recommendation goals in an undergraduate course. 

Comparative Results and Discussion
The recommendation algorithms we used included PopUM-CF, PopCon2D, and 1D-CF, as 
suggested by Experiment I (Table 4). 

Tables 5 to 7 compare the performance of PopUM-CF, PopCon2D, and 1D-CF for recom-
mending the top 1 and top 3 papers to graduates and undergraduates. The values reported 
in the tables are the average ratings. The column “Grads” consists of the average ratings 
given by experienced learners (grads) to the recommended papers. The column “Under-
grads” is divided into two columns: “From Grads” and “From UG”, which denote whether 
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the recommended papers were rated by experienced learners or inexperienced ones (un-
dergraduates). We also included the best-case benchmark (recommending the most popu-
lar papers) after the solidus mark to compare whether the particular personalized recom-
mendation is better (shown in bold font) or not. As we show in Table 7, all results from 
1D-CF are significantly higher than those from the best-case benchmark, suggesting that 
when we have enough co-rated papers (at least eight), the recommendations for under-
graduates work well. However, this is not always true for PopUM-CF (Table 5) or Pop-
Con2D (Table 6), which means a pure, nonpersonalized recommendation may be useful in 
a cold start situation. It is not clear why both PopUM-CF and PopCon2D fail to provide a 
better outcome. One possible explanation is that most undergraduates, due to their lack of 
background knowledge, cannot specify their interests accurately; hence, adding personal-
ized recommendations by matching less-accurate user models to papers or users could not 
improve the results. 

Table 5 

Average Ratings from PopUM-CF: Popularity Only

Top 1 Top 3

Grads
Undergrads

Grads
Undergrads

From Grads From UG From Grads From UG

Aid_learning 3.160 3.178/3.111 3.111/3.178 3.000 3.030/3.089 3.067/3.089

Value_added 3.280 3.244/3.267 3.356/3.267 3.240 3.170/3.185 3.296/3.244

Overall 3.160 2.933/3.022 3.044/3.044 3.093 2.933/2.970 3.022/2.978

Table 6 

Average Ratings from PopCon2D: Popularity Only

Top 1 Top 3

Grads
Undergrads

Grads
Undergrads

From Grads From UG From Grads From UG

Aid_learning 3.160 2.978/3.111 2.933/3.178 3.040 2.963/3.089 3.089/3.089

Value_added 3.240 3.244/3.267 3.311/3.267 3.173 3.178/3.185 3.259/3.244

Overall 3.240 3.022/3.022 2.956/3.044 3.027 2.933/2.970 2.911/2.978
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Table 7 

Average Ratings from 1D-CF (Co-Rated Papers = 8): Popularity Only

Top 1 Top 3

Grads
Undergrads

Grads
Undergrads

From Grads From UG From Grads From UG

Aid_learning 3.170

3.291/3.111

(p = .015)

3.344/3.178

(p = 0.027) 3.075

3.153/3.089

(p = 0.086)

3.184/3.089

(p = 0.027)

Value_added 3.359

3.428/3.267

(p = .034)

3.550/3.267

(p = 0.001) 3.295

3.328/3.185

(p = 0.003)

3.402/3.244

(p = 0.001)

Overall 3.214

3.252/3.022

(p = .011)

3.302/3.044

(p = 0.002) 3.090

3.109/2.970

(p = 0.007)

3.086/2.978

(p = 0.028)

Another result indicated that the performances of PopUM-CF from graduates to under-
graduates (column “From Grads”) are always worse than those from undergraduates to 
other undergraduates (column “From UG”) for both value_added and overall ratings (Table 
5). The results suggest that collaborative filtering within the same group (from undergradu-
ates to other undergraduates) works better than it does across groups (from graduates to 
undergraduates). This conclusion is supported by the results of 1D-CF in Table 7 where the 
recommendation across each group is mostly lower than those within each group (the only 
exceptional case is for the top 3 overall rating, where 3.086 < 3.109). 

With respect to 1D-CF, we observed that most results were significantly higher than the 
best-case benchmark as shown by the low p-value (< 0.05), which means 1D-CF can pro-
vide effective recommendations. In fact, the results here are better than those for graduates 
in terms of the overall ratings, which had less significant gains (p = .33 and p = .29 for top 
1 and top 3 respectively, see also Table 5). 

General Discussion
Due to the limited number of students, papers, and other learning restrictions, a tutor can-
not simply require students to read many papers in order to stock the database. As a result, 
the majority of typical recommender systems cannot work well in the pedagogical domain. 
Our study attempts to bridge the gap by proposing a set of recommendation mechanisms 
that do work well in this domain. Through extensive experimental studies, we discovered 
three key findings to answer our three broad research questions:

1.	 It is worth the trouble of complicating the traditional single-dimensional recommen-
dation by incorporating contextual information to inform the recommendations. This 
can be achieved by adopting approaches such as PopUM-CF for a number of learning 
contexts. 
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2.	 The simple 1D-CF performs equally well for both graduates and undergraduates. 
Hence, paper recommendation systems can be effectively used for inexperienced learn-
ers along with experienced ones. 

3.	 Gathering recommendations from across different learning groups (with different 
pedagogical features and learning goals) is less effective than it is to gather them from 
within the same learning groups, especially with collaborative filtering. 

Our two studies suggest that learners make judgments based on the information and cogni-
tive authority of a paper (Rieh, 2002). Hence, appropriately designing a RS and evaluating 
its performance is key to improving system performance. Experiment results suggest that 
a user model-based CF works well with some nonpersonalized methods, including Pop-
Con2D and PopUM-CF. Although the computations in PopUM-CF and PopCon2D are more 
sophisticated than other CF-based approaches, under certain circumstances they help im-
prove system performance. Our experiments and evaluation also highlight the importance 
of appropriately designing a RS and evaluating its performance. As Herlocker et al. (2004) 
declared, “accurate recommendations alone do not guarantee users of recommender sys-
tems an effective and satisfying experience. Instead, systems are useful to the extent that 
they help users complete their tasks.”

This study attempts to bridge the gap between commercial recommendation systems and 
educational ones by proposing a set of recommendation mechanisms that work well in 
the learning domain. Through our experiments and prototypical analysis, we were able to 
draw a number of important conclusions regarding the design and evaluation of these tech-
niques. In spite of this, more work needs to be done to further our understanding of this 
complex issue.

For instance, one of our biggest challenges was the difficulty of testing the effectiveness or 
appropriateness of a recommendation method due to a low number of available ratings. 
Testing the method with more students in two or three more semesters may not be helpful 
because the results would still not be enough to draw conclusions as strong as those found 
in other domains where there can be millions of ratings. 

Hence, we are eager to see different institutions collaborate to use the system in a more 
distributed manner and on a larger scale (as it is very difficult to achieve accurate recom-
mendations using only one class in one institution each time). Through this broader collab-
oration, our future work will include the design of a MovieLens-like benchmark database to 
use as a  test bed on which more algorithms can be investigated, including ours.

In addition, as shown in the analysis, the papers are related to software engineering; hence, 
it is not appropriate to generalize the results to make recommendations to students in oth-
er classes. Papers may exhibit more technical difficulties due to their inherent features in 
some subjects (e.g., in artificial intelligence or data mining), and students may also be dif-
ferent when they begin to take a course, which in turn affects those pedagogical factors con-
sidered in the performance of the recommender system. For instance, in user model-based 
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CF, we intend to match user interest and background knowledge to a paper’s topics, and the 
difficulty lies in making recommendations that ensure students have enough background 
knowledge to understand the paper. If, for example, the recommendation is made to stu-
dents taking an artificial intelligence course, due to the nature of papers in this topic tutors 
should consider the technical difficulty of each paper carefully by giving more significant 
weight to paper difficulty (in the SE course, and due to the overall nature of the papers, the 
weight was suggested to be zero after performance comparisons) to reflect the importance 
of that variable. 

In this study, we only investigated making recommendations for research articles. Never-
theless, we believe that the study can be extended to other educational resources, such as 
learning objects, chapters with different topics in a digital book, tutorial materials, and so 
on. In fact, almost all educational resources can be regarded as learning objects with differ-
ent granularity, situated environments, and purposes. Hence, the various recommendation 
mechanisms can be extended to make personalized recommendations for learning objects 
to individual learners with different needs.

Conclusion
Obviously, finding a “good” paper is not trivial: It is not as simple as finding out whether 
the user will either accept the recommended items or not; rather, it is a multiple step pro-
cess that typically entails users navigating the paper collection, understanding the recom-
mended items, seeing what others like/dislike, and making decisions. Therefore, a future 
research goal we derived from this study is to design RSs for different kinds of social navi-
gation in order to study their impact on user behavior and how over time user behavior 
gives feedback to influence the system’s performance. Additionally, we realized that one of 
the biggest challenges is the difficulty of testing the effectiveness or appropriateness of a 
recommendation method due to a low number of available ratings. Testing the method with 
more students in two or three more semesters may not be helpful because the results would 
still not be enough to draw conclusions as strong as those from other domains where there 
can be millions of ratings. Hence, we are eager to see the collaborations between different 
institutions to use the system in a more distributed and large-scale fashion. Through this 
broader collaboration, our ambition is to create a MovieLens-like benchmark database for 
the education domain to use as a test bed on which more algorithms can be investigated. 

Acknowledgments
We would like to thank three anonymous reviewers for their constructive comments and 
the editors for their time and valuable remarks. This work was supported by Konkuk Uni-
versity in 2012.



Contexts in a Paper Recommendation System with Collaborative Filtering
Winoto, Tang, and McCalla

Vol 13 | No 5			   Research Articles	   December 2012 73

References
Adomavicius, G., Mobasher, B., Ricci, F., & Tuzhilin, A. (2011). Context-aware recommend-

er systems. AI Magazine, 32(3), 67–80. 

Bernt, F. L., & Bugbee, A. C. (1993). Study practices and attitudes related to academic suc-
cess in a distance learning programme. Distance Education, 4(1), 97–112.

Brusilovsky, P., Farzan, R., & Ahn, J. (2005). Comprehensive personalized information ac-
cess in an educational digital library. Proceedings of the ACM/IEEE Joint Confer-
ence on Digital Libraries (pp. 9–18). New York, NY: ACM.

Custard, M., & Sumner, T. (2005). Using machine learning to support quality judgment. 
D-Lib Magazine, 11(10). Retrieved from http://www.dlib.org/dlib/october05/
custard/10custard.html

Drachsler, H., Hummel, H. G. K., & Koper, R. (2007). Recommendations for learners are 
different: Applying memory-based recommender system techniques to lifelong 
learning. In E. Duval, R. Klamma, & M. Wolper (Eds.), Creating new learning ex-
periences on a global scale: Second European Conference on Enhanced Technol-
ogy Learning, EC-TEL  (pp.1-9). Crete, Greece.

Gomez-Albarran, M., & Jimenez-Diaz, G. (2009). Recommendation and students’ author-
ing in repositories of learning objects: A case-based reasoning approach. Interna-
tional Journal of Emerging Technologies in Learning, 4, 35–40.

Gunawardana, A., & Shani, G. (2009). A survey of accuracy evaluation metrics of recom-
mendation tasks. Journal of Machine Learning Research, 10, 2935–2962.

Herlocker, J., Konstan, J., Terveen, L., & Riedl, J. (2004). Evaluating collaborative filtering 
recommender systems. ACM Transactions on Information Systems (TOIS), 22(1), 
5–53.

Khribi, M. K., Jemni, M., & Nasraoui, O. (2009). Automatic recommendations for e-learn-
ing personalization based on web usage mining techniques and information re-
trieval. Educational Technology & Society, 12(4), 30–42.

Lekakos, G., & Giaglis, G. (2006). Improving the prediction accuracy of recommendation 
algorithms: Approaches anchored on human factors. Interacting with Computers, 
18(3), 410–431.

Lemire, D., Boley, H., McGrath, S., & Ball, M. (2005). Collaborative filtering and inference 
rules for context-aware learning object recommendation. International Journal of 
Interactive Technology and Smart Education, 2, 179–188.

Manouselis, N., Vuorikari, R., & Van Assche, F. (2010). Collaborative recommendation of e-
learning resources: An experimental investigation. Journal of Computer Assisted 



Contexts in a Paper Recommendation System with Collaborative Filtering
Winoto, Tang, and McCalla

Vol 13 | No 5			   Research Articles	   December 2012 74

Learning, 26(4), 227–242. 

McNee, S., Albert, I., Cosley, D., Gopalkrishnan, P., Lam, S., Rashid, A., Konstan, J., & 
Riedl, J. (2002). On the recommending of citations for research papers. Proceed-
ings of the 2002 ACM Conference on Computer Supported Cooperative Work, 
New Orleans, Louisiana (pp. 116–125). New York, NY: ACM.

Nadolski, R., Van den Berg, B., Berlanga, A., Drachsler, H., Hummel, H., Koper, R., & Sloep, 
P. (2009). Simulating lightweight personalised recommender systems in learning 
networks: A case for pedagogy-oriented and rating based hybrid recommendation 
strategies. Journal of Artificial Societies and Social Simulation, 12(14). Retrieved 
from http://jasss.soc.surrey.ac.uk/12/1/4.html 

Pazzani, M. (1999). A framework for collaborative, content-based, and demographic filter-
ing. Artificial Intelligence Review, 1(5–6), 393–408.

Recker, M., Walker, A., & Lawless, K. (2003). What do you recommend? Implementation 
and analyses of collaborative information filtering of web resources for education. 
Instructional Science, 31, 299–316.

Rieh, S. Y. (2002). Judgment of information quality and cognitive authority in the web. 
Journal of the American Society for Information Science and Technology, 53(2), 
145–161.

Schein, A., Popescul, A., Unger, L. H., & Pennock, D. (2002). Methods and metrics for cold-
start recommendations. SIGIR ’02, Proceedings of the 25th Annual International 
ACM SIGIR Conference on Research and Development in Information Retrieval 
(pp. 253–260). New York, NY: ACM.	   

Tang, T. Y. (2008). The design and study of pedagogical paper recommendation (Doctoral 
dissertation). University of Saskatchewan, Saskatoon.

Tang, T. Y., & McCalla, G. (2009). A multi-dimensional paper recommender: Experiments 
and evaluation. IEEE Internet Computing, 13(4), 34–41.

Torres, R., McNee, M., Abel, M., Konstan, J. A., & Riedl, J. (2004). Enhancing digital librar-
ies with TechLens. The Fourth ACM/IEEE Joint Conference on Digital Libraries 
(JCDL 2004) (pp. 228–236).

Winoto, P., & Tang, T. Y. (2010). The role of user mood in movie recommendations. Expert 
Systems with Applications, 37(8), 6086–6092.



Contexts in a Paper Recommendation System with Collaborative Filtering
Winoto, Tang, and McCalla

Vol 13 | No 5			   Research Articles	   December 2012 75

	             					     
		



Searching for and Positioning of Contextualized
Learning Objects

Abstract
Learning object economies are marketplaces for the sharing and reuse of learning objects 
(LO). There are many motivations for stimulating the development of the LO economy. 
The main reason is the possibility of providing the right content, at the right time, to the 
right learner according to adequate quality standards in the context of a lifelong learning 
process; in fact, this is also the main objective of education. However, some barriers to the 
development of a LO economy, such as the granularity and editability of LO, must be over-
come. Furthermore, some enablers, such as learning design generation and standards us-
age, must be promoted in order to enhance LO economy. For this article, we introduced the 
integration of distributed learning object repositories (DLOR) as sources of LO that could 
be placed in adaptive learning designs to assist teachers’ design work. Two main issues 
presented as a result: how to access distributed LO and where to place the LO in the learn-
ing design. To address these issues, we introduced two processes: LORSE, a distributed LO 
searching process, and LOOK, a micro context-based positioning process, respectively. Us-
ing these processes, the teachers were able to reuse LO from different sources to semi-au-
tomatically generate an adaptive learning design without leaving their virtual environment. 
A layered evaluation yielded good results for the process of placing learning objects from 
controlled learning object repositories into a learning design, and permitting educators to 
define different open issues that must be covered when they use uncontrolled learning ob-
ject repositories for this purpose. We verified the satisfaction users had with our solution.
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Introduction

Basic Concepts of Learning Objects Economy
Through the years, the concept of the learning object (LO) has been considered by many 
diverse and qualified people. The IEEE Learning Technology Standards Committee (LTSC, 
2009), in its work on the Learning Object Metadata Standard (2002), defined a learning 
object as any element, digital or non-digital, that may be used for learning, education, or 
training. Such a definition categorizes almost everything as a learning object, but even so, 
not just anything is one. According to Polsani (2005), a LO needs to be accessible, reusable, 
and interoperable while also intended for a learning  process.

Wiley (2000) reinforced the concept of reuse by introducing the definition for “object” from 
the object-oriented programming paradigm of computer science, where it is understood as 
a component that can be reused in multiple contexts. In this manner, a learning object is 
presented as a small instructional component that can be reused in different learning con-
texts when required. This definition is important to us because our study is based on the 
learning object economy (Duncan, 2004), where reuse is a key aspect.

Learning object economies are marketplaces for the sharing and reuse of LO. As in any 
economy, different actors play different roles. Ochoa (2008) identifies eight actors: mar-
ket-makers, authors, resellers, publishers, teachers, end-users, assemblers, and regulators. 
Market-makers are researchers and trainers who provide support for LO interchanges with 
learning object repositories (LOR), open courseware sites, and learning object technolo-
gies. Authors, such as teachers or learning designers are LO creators. Resellers are those 
who have acquired the rights to exploit LO, for example, universities or private companies. 
Publishers put together and publish LO. Teachers use the LO for instructional purposes. 
End-users use LO for learning. Assemblers reuse small LO to construct more complex LO. 
Finally, regulators set the rules by which the sharing takes place. 

Barriers to Assembling a Learning Object Economy
Offering a learning process that is available to all is a motivation for stimulating the devel-
opment of the learning object economy. However, to ensure that this necessity becomes 
a reality, some barriers in the learning object economy must be overcome, as shown by 
Duncan (2004). 

There are two main technical barriers to reusing LO: granularity and editability. Granular-
ity refers to how complex a learning object should be. Wiley (2000) introduced two differ-
ent viewpoints for deciding this: an efficiency and an instructional point of view. From the 
efficiency point of view, Wiley indicates that the decision regarding learning object granu-
larity can be viewed as a trade-off: The possible benefits of reuse come at the expense of 
cataloguing. Conversely, from the instructional point of view, the major issues are the scope 
and sequence of the learning design.

Editability is important because any aspect of a learning object can be changed if it is avail-
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able in a suitable form. If a LO is editable, its granularity can be modified. There are many 
distributed LO that are not editable; in fact, this is one of the most common excuses pro-
vided by teachers for not reusing LO.

Counting editable and open LO requires agreements among the LO economy actors. In par-
ticular, adequate author rights management would increase their confidence in distribut-
ing editable and open content. Implementing author tools to support LO editability, which 
would address the accessibility issues in the content, is one of the most important issues to 
meet for the successful establishment of this economy. 

Barriers from the pedagogical view are basically related to the LO context. According to Dey 
and Abowd (2000), context is defined as any information that can be used to characterize 
the situation of an entity—in this case, the LO. Context in education is essential, but in prac-
tice, incorporating context in LO inhibits reuse. Addressing the context issues would allow 
instructors to use LO in different scenarios. Small granularity drives the context issues, and 
LO editability allows teachers to contextualize the LO according to the learners’ needs.

Enablers of the Learning Object Economy
Along with the barriers, some enablers must be promoted in order to develop the learning 
object economy: learning design generation and standards promotion.

	 Learning design generation. 

Learning design is a term coined by a pedagogical movement asking for more consistent ap-
proaches to describing and documenting teaching practices in order to facilitate communi-
cation and sharing, while also improving teaching practice. However, there is currently no 
standard definition for learning design (Koper & Yongwu, 2009). A well-accepted definition 
for the instructional design process is simple: the process that should be followed by teach-
ers in order to plan and prepare instruction (Reigeluth, 1999). This process should address 
people’s cognitive, emotional, social, and physical needs in an integral way. Given that LO 
are only content, to foster real learning experiences they need to be administered properly.

Adequate pedagogical theories and techniques need to be in place in order to insure that the 
LO have real impact (Koper & Yongwu, 2009). 

Automatic learning design generation is an important topic in the research area of adaptive 
learning systems and technology-enhanced learning. Some researchers (Duque, Méndez, 
Ovalle Carranza, & Jiménez Builes, 2002; Morales, Castillo, & Fernández-Olivares, 2009; 
Ulrich & Melis, 2009; Karampiperis & Sampson, 2006; Hernández et al., 2009; Baldiris, 
Graf, & Fabregat, 2011) have proposed approaches to help teachers generate learning de-
signs adjusted to user characteristics such as  learning styles and competences, which is not 
an easy task, particularly for teachers. Actually, this problem implies that teachers need 
to know the different instructional theories; they also must be able to control the differ-
ent user variables in the learning design construction, such as learning styles and compe-
tencies, among others. Furthermore, teachers need to know how to develop standardized 
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learning designs for the specific learning platform they use. Besides the personalization 
problem, another important issue for learning design generation is how to place learning 
objects from different learning object repositories into the generated designs.

	 Standards promotion. 

If a global learning object economy is the goal, there must be common standards that every 
party agrees with to enable LO-sharing among heterogeneous systems (Ochoa, 2008). Im-
portant organizations and groups such as the IEEE Learning Technology Standards Com-
mittee (LTSC, 2009), the IMS Global Learning Consortium (n.d.), and the Dublin Core 
Metadata Initiative (n.d.) among others have proposed approaches for learning object 
standardization. Almost all elements, actors, and subprocesses of the educational process 
have been standardized. Baldiris, Santos, Fabregat, Jesus, and Boticario (2007) present an 
analysis of the different standards that have been accepted and validated internationally 
and the organizations involved in their creation.

Contributions and Outline of the Paper
In this paper, we aim to stimulate the enablers of the learning object economy to support the 
generation of standardized and adapted learning designs. Our investigation promotes LO 
reuse by encouraging instructors to access distributed learning object repositories (DLOR) 
as sources of LO with diverse granularity that could be elements in a generated learning 
design. Our proposal consists of two different parts: the distributed learning object meta-
data searching process (LORSE) and the micro-context-based positioning process (LOOK). 

The distributed learning objects metadata searching process is a mechanism to promote 
reuse. It is supported by agent technologies, and its main purpose is to look for external LO 
that were not developed by the teachers which could be used as inputs in a learning design 
generation process. A micro-context-based positioning process analyzes a learning object’s 
current micro-context (in the LOR) and future micro-contexts (in the learning design), us-
ing disambiguation techniques to establish the most promising micro-context for the LO in 
a learning design, and supports the placement of the object in its correct context. 

The rest of this article is structured as follows. In Section 2, we introduce the distributed 
learning object metadata searching process. The third section describes the micro-context-
based positioning process. In the fourth section we present the results of a layered evalu-
ation. Finally, in the fifth section, we make some conclusions and comments on future re-
search.
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Section 2

LORSE: A Metadata Searcher of Open Learning Objects in Dis-
tributed Learning Repositories Based on Intelligent Agents
In order to facilitate the distributed learning object metadata search process, we developed 
LORSE, a distributed learning object metadata searcher, to promote reuse in the learning 
object economy. With LORSE, teachers, students, and external institutions can search in 
different learning object repositories using a unified interface. At the implementation level, 
LORSE (Baldiris, Bacca, Noguera Rojas, Guevara, & Fabregat, 2011) has been modelled as 
an independent set of JADE intelligent agents that collaborate to support users in the LO 
search process. 

LORSE consists of two different types of agents: the directory facilitator agent and the spe-
cific search agent. The main purpose of this multiagent platform (Figure 1) is to deliver the 
most suitable LO according to the parameters provided by the user in a specific query. 

The directory facilitator agent maintains a directory of tuples, where each item relates to 
one specific search service in a LOR with one specific search agent. Each specific search 
agent does the tasks of registering a new service in the directory facilitator agent and pro-
cessing the requested services. When an external process needs to request a particular ser-
vice on the platform, the external process must communicate with the directory facilitator 
agent to request the identifier of the agent in charge of a specific service. Specific search 
agents implement particular web clients by requesting search services in particular reposi-
tories. In Baldiris et al. (2011), we introduced an example of this application in three reposi-
tories (Merlot, Connexions, and UdG). In this article, we introduce an extension of LORSE 
that includes six additional services: DalSpace, Deep Blue, DLESE, ARIADNE, SMETE, and 
GATEWAY. The extended architecture of LORSE is shown in Figure 1.
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Figure 1. LORSE Multiagent platform.

When the Merlot agent (the specific search agent in charge of integration in the Merlot 
repository) is born, the Merlot search service is registered to the directory facilitator agent 
in order to allow other agents or processes to locate and send requests to it. The Merlot 
agent is activated when a search request is received. Merlot’s agent implements a particular 
behavior, a client for the RESTful web service offered by the Merlot repository. When a 
request is sent to the agent, according to the terms and conditions of the query, the agent 
performs a connection with the service, sending the corresponding parameters, and then 
obtains a response as an XML document (metadata). The implementation of both the Con-
nexions and UDG Agent is similar to the one for the Merlot agent; they have behaviors 
designed to interact with the RESTful web service offered by these applications.

To integrate the DalSpace digital repository, the Deep Blue Repository from the University 
of Michigan, the DLESE Repository, ARIADNE, SMETE, and GATEWAY into the multi-
agent platform, we created an intelligent agent for each. This agent presents indexer behav-
ior, using the OAI-PMH harvester protocol to index the categories (catalogues) and records 
in the categories (resources) of each particular repository. Each metadata resource is stored 
in a database as a tree. In this manner, the information is available for a search process.

In order to test the extended version of LORSE independently, we integrated our develop-
ment in an OpenACS/dotLRN learning environment. For the integration process, it was 
necessary to install the LORSE client package on this platform, which implements a web 
service client upon .LRN in order to send requests to the LORSE multiagent platform and 
process its responses. This package offers a user interface that provides functionalities al-
lowing users to search several repositories in a transparent way. Therefore, when teach-
ers use the learning environment, they are able to search for LO in those repositories to 
enhance the activities designed in the platform without leaving the learning environment.
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Section 3

LOOK: Micro-Context-Based Positioning Process for Open 
Learning Objects
The main purpose of this section is to provide an introduction for the micro-context-based 
positioning process LOOK, which aims to place learning objects previously found by LORSE 
in learning designs.

To achieve this objective, two different sources of information are available: (1) the infor-
mation from LOR, particularly the catalogue or indexed mechanism of the LO, and the LO 
metadata; and (2) the available information provided by the teacher for the competence 
definition, which defines the appropriate knowledge that a person should possess and show 
in a specific context. The competence definition consists of four categories of informa-
tion: competence general information, which provides general data about the competence; 
competence elements, which are smaller learning purposes that provide more specific and 
concrete learning process outcomes; didactical guidelines; and the competence context of 
application. 

Competence elements describe the essential knowledge that students should use in a spe-
cific context to demonstrate that they have acquired new information, and competence 
evidence is a mechanism that measures students’ levels of achievement in each particu-
lar competence element. Schum (1994) explained how the evidence coming from different 
sources can be evaluated. In our case, analysis of the evidence is related to the relevance 
of the learning object that will address what the teacher is looking for, which he or she has 
defined in the competence definition of the course. In the following section, we introduce 
the main topics of relevance.

Learning Object Relevance
Borlund (2003) mentioned three central conclusions from the nature of relevance and its 
role in information behavior: 

Relevance is a multidimensional cognitive concept whose 
meaning is largely dependent on users’ perceptions of 
information and their own information need situations;

Relevance is a dynamic concept that depends on users’ 
judgments of quality of the relationship between 
information and information need at a certain point in 
time; 

Relevance is a complex but systematic and measurable 
concept if approached conceptually and operationally 
from the user’s perspective. 



 Searching for and Positioning of Contextualized Learning Objects
Baldiris,  Fabregat, Graf, and Méndez

Vol 13 | No 5			   Research Articles	  December 2012 83

Saracevic (1996) distinguished between five basic types of relevance: (1) system or algorith-
mic relevance, which describes the relation between the query (terms) and the collection of 
information expressed by the information object(s); (2) a topical-like type, associated with 
aboutness or criterion; (3) pertinence or cognitive relevance, related to the information 
need as perceived by the user; (4) situational relevance, depending on the task interpreta-
tion; and (5) motivational and affective, which is goal-oriented.

Ochoa (2008) used a modified version of Saracevic’s categories (eliminating the motiva-
tional and affective dimensions) as the basis to define a set of complete metrics for LO 
relevance identification. These metrics are shown in Table 1.

Table 1

Features of Created Metrics

Type Metric Description Inputs

Topical 
relevance

Basic 
topical 
relevance 
(BT)

Number of 
times the 
object has been 
previously se-
lected from the 
result list when 
the same (or 
similar) query 
terms have 
been used

Queries  
the system 
keeps re-
cords of.

Course-
similarity 
topical 
relevance 
(CST)

Number of 
times that LO 
in the list have 
been used in 
the universe of 
courses.

Courses

Internal 
topical 
relevance 
(IT)

The sum of 
thevalue of the 
courses where 
it has been 
used.

Courses
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Type Metric Description Inputs

Personal 
relevance

Basic 
personal 
relevance 
ranking 
(BP)

Analysis of the 
characteristics 
of the previ-
ously used LO, 
in particular 
the relative 
frequencies of 
the different 
metadata field 
values.

Metadata 
from the 
learning ob-
ject used for 
a particular 
user.

User-
similarity 
personal 
relevance 
ranking 
(USP)

Number of 
times similar 
users have 
reused the 
objects in the 
result list.

Informa-
tion about 
a learning 
object’s 
use and its 
metadata.

Situational 
relevance 
ranking 
metrics

Basic 
situational 
relevance 
ranking 
(BS)

Cosine dis-
tance between 
the TF-IDF 
vector of con-
textual key-
words and the 
TF-IDF vector 
of words in the 
text field of the 
metadata.

Descrip-
tion of the 
course, 
lesson, or 
activity and 
the learn-
ing object 
metadata.

Context 
similarity 
situational 
relevance 
ranking 
(CSS)

Analysis of 
the objects 
that have been 
already used 
under similar 
conditions. 
Frequencies 
for different 
fields in the LO 
metadata.

Information 
about learn-
ing object 
use and its 
metadata.

Learning Object Relevance in the Micro-Context
Automatic word sense disambiguation (WSD) has been an interest and concern since the 
earliest days of computer language treatment in the 1950s. It is defined as the association of 
a given word in a text or discourse with a definition or meaning distinguishable from other 
meanings potentially attributable to that word (Ide, 1997).
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All disambiguation work involves matching the context of the instance of the word to be 
disambiguated with either information from an external knowledge source (knowledge-
driven WSD), or information about the contexts of previously disambiguated instances of 
the word derived from corpora (data-driven or corpus-based WSD).

The assignment of senses to words is accomplished by relying on two major sources of in-
formation: 

•	 the context of the word to be disambiguated in the broad sense, including information 
in the text or discourse in which the word appears, together with extra-linguistic infor-
mation about the text;

•	 external knowledge sources, including lexical, encyclopedic resources (among others), 
and hand-devised knowledge sources, which provide data useful to associate words 
with meanings. 	

Most disambiguation works use the local context of a word occurrence as the primary infor-
mation source for WSD. Local or “micro” context is generally considered to be some small 
window of words surrounding a word occurrence in a text or discourse, from a few words of 
the context to the entire sentence in which the target word appears.

We consider the micro-context of a learning object to be a part of the curricular structure 
where the learning object should be placed (the learning design to be generated).

Consider the curriculum structure in Table 2 that belongs to a course teaching Unified 
Modelling Language (UML), which was generated based upon the competence definition 
provided by a teacher.

Table 2

Part of a Curricular Structure of UML Course

•	 Introduction to UML

ο	 Concept

ο	 Diagrams

ο	 Relation of UML with the Unified Process of 

Development

•	 The models

ο	 Use case diagrams

o	 Actors

o	 Use cases

o	 Relations

o	 Class diagrams

o	 Sequence diagrams

o	 Activity diagrams
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We need to place the LO, which can be obtained from a preliminary search based on the 
mechanism provided by the LOR, or according to the metrics described in Table 1, in the 
structure from Table 2.

We analyzed two different possible micro-contexts, the micro-context of the LO in the re-
pository structure (catalogue), where the LO is placed, and the micro-context of the LO 
in the curricular structure, where the LO will be placed. Comparing these possible micro-
contexts, a user can decide the best location for the learning object in the learning design. 

Then, the first step is to define the micro-context of each learning object (LO) to be placed 
and also the possible micro-context in the curriculum structure.

The micro-context where a LO is placed in a LOR catalogue is provided by equation 1.

),(),(
),(

CLOriesUSubCategoCLOoriesSuperCateg
CLOtextloMicroCon =

           (1)

In equation 1, LO is the learning object, and C is the catalogue in the LOR. loMicroContext 
defines the LO micro-context in a particular LOR catalogue.

Table 3 shows the loMicroContext of one LO, Introduction to OMG’s Unified Modelling 
Language.

Table 3

Introduction to OMG’s UML 

Science and Technology
•	 Computer Science

ο	 Programming Languages 
                  -LO Introduction to OMG’s      Unified 
Modelling Language

cuMicroContext defines the possible micro-context in the curricular structure (CS) pro-
vided by the teacher. These possible micro-contexts are given by equation 2.

   

The number of leaves in the CS defines the possible micro-context of the curricular struc-
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ture. Three of the nine possible micro-contexts from Table 2 in the CS are shown in Table 4.

Table 4

Possible Micro-Context in the UML Course 

First possible micro-context in the learning design

Unified modelling language

Introduction to UML

Concept

Second possible micro-context in the learning design

Unified Modelling Language

The models

Use case diagrams

Actors

Third possible micro-context in the learning design

Unified Modelling Language

The models

Class diagrams

Now, the second step is to calculate the similarity between the different CS micro-contexts 
and the LO micro-context in order to place the LO in the structure. For this step, we pro-
posed the use of different metrics to calculate the similarity between the TF–IDF (term fre-
quency–inverse document frequency) inferred vectors in the analyzed micro-context (CS 
and LO). We used similarity measures that have been extensively validated in information 
retrieval: the Dice coefficient and cosine distance (Dice, 1945).

The Dice coefficient compares the similarity between two vectors (Q and D) from 0 to 1, 
where 1 indicates identical vectors and 0 orthogonal vectors. Equation 3 shows Dice coef-
ficient.

Cosine distance varies between -1 and 1, where -1 means exactly the opposite, and 1 means 
exactly the same, with 0 usually indicating independence, and in-between values indicating 
intermediate similarity or dissimilarity.
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Equation 4 presents cosine distance. 0 represents the angle between Q and D. Based on the 
results of the algorithms for metrics implementation, the LO will be placed in the micro-
context of the CS most similar to the micro-context of the LO in the repository structure 
(catalogue).

Section 4: Evaluation

Description of the Proposed Evaluation Process
After implementing our solutions for searching and locating LO, we conducted an evalu-
ation of our developments. As we mentioned in the introduction, this article introduces 
our solution for looking up learning objects in distributed learning object repositories and 
positioning them in the most promising micro-contexts of learning designs that will be 
generated in the future.

Brusilovsky, Karagiannidis, and Sampson (2001) reported that the layered evaluation for 
adaptive hypermedia systems was a good approach to use to completely validate the ele-
ments for this kind of system. We used a layered evaluation process to measure the results 
in our research because the most important associated decision process (place a learning 
object in a learning design structure) supports an adaptive mechanism (adaptive learning 
design generation process based on students’ and teachers’ preferences). According to the 
adaptive system evaluation theory, different layers should be considered in order to test all 
the elements of the adaptive system (Brusilovsky et al., 2001; Karagiannidis & Sampson, 
2000; Brusilovsky & Sampson, 2004).  We define the following set of evaluation layers for 
our study:

1)	 The decision-making evaluation layer, where the question is, Are the decisions 
about where the learning objects should be placed valid and meaningful for teachers? 

2)	 The user satisfaction evaluation layer, where the question is, Does the proposed 
solution match with the teachers’ expectations?

Test Course: Object-Oriented Design with UML
Object-Oriented Design with UML is a course offered by the University of Girona in the 
formal education system. The course is supposed to establish student competence in UML: 
“The student will be able to design object oriented software using the unified modelling lan-
guage (UML). The student will identify the most adequate diagrams to support the specifi-
cation of each step in the object oriented development process.” 

To complete this competence, five different competence elements and the associated com-
petence knowledge were defined.
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•	 First competence element: Student defines Unified Modelling Language and identifies 
its main associated diagrams. Competence knowledge: Unified Modelling Language 
and its diagrams.

•	 Second competence element: Student understands the concept of use case diagrams 
and their associated concepts, such as actors, inclusion, extension, and generalization. 
Competence knowledge: Use case diagrams.

•	 Third competence element: Student understands the concept of class diagrams and 
designs class diagrams considering users’ requirements. Competence knowledge: Class 
diagrams.

•	 Fourth competence element: Student understands the concept of interaction diagrams, 
particularly sequence and collaboration diagrams. He or she expresses the dynamic 
view of the software using these diagrams. Competence knowledge: Interaction dia-
grams, sequence and collaboration diagrams.

•	 Fifth competence element: Student understands the concept of activity diagrams to 
construct activity flows. Competence Knowledge: Activity diagrams.

For this course, 87 open learning objects were constructed. These learning objects were 
placed in an instance of the Fedora Commons Repository available at University of Girona. 
The set of learning objects that supported the learning process included diverse types of 
atomic resources with specific pedagogical intentions. These included exercises, simula-
tions, diagrams, figures, graphs, indices, slides, tables, narrative texts, experiments, prob-
lem statements, lectures, questionnaires, exams, and self-assessments. Furthermore, each 
learning object had one associated LOM metadata where the most relevant information 
about the learning object was defined by a labelling process.

The Decision-Making Evaluation Layer
The main purpose of this evaluation layer is to validate our process for placing learning 
objects from different learning object repositories in the curricular structure of a learning 
design.

According to the typologies from McGreal (2008) and Sampson (2011) of the learning ob-
ject repositories involved in our research and the character of previously obtained results, 
we divided the testing scenarios into two different environments, an uncontrolled and a 
controlled environment. 

The uncontrolled environment consisted of repositories with diverse levels of labelling, 
where learning objects have different degrees of granularity. This environment permitted 
us to verify the possibilities and limitations of our approach in uncontrolled repositories 
where metadata labelling is not defined or supervised.

The controlled environment consisted of repositories available at University of Girona 
where the labelling was previously defined using relevant information and the granularity 
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of the learning objects was also defined. This kind of environment permitted us to verify 
more accurately the precision of the proposed algorithms in a controlled set of learning 
objects and their metadata. Both environments shared the same testing course and, for 
this reason, the competence definition and the analyzed micro-context associated with the 
competence were the same for both environments.

First Scenario: An Uncontrolled Environment

Description
We used this scenario to validate our proposal for locating learning objects from differ-
ent learning object repositories in the curricular structure of a learning design. The un-
controlled environment considered different learning objects repositories linked through 
the same interface provided by LORSE. The involved repositories were ARIADNE, Merlot, 
SMETE, and GATEWAY. Some learning objects in these repositories were labelled with 
LOM, others with Dublin Core, but in general with a small amount of information defined 
by the market-makers.

Method
We looked for the catalogue provided for each defined repository. We performed different 
kinds of searches in the defined repositories using diverse search criteria. The criteria were 
defined with the information provided for the metadata in each repository and the search-
ing mechanism provided each one. Then we selected the 10 most relevant LO for our study.

Using the previous information, we constructed the LO micro-context (loMicroContext) 
in the repository in two different ways. The first one was built as described in the LOOK 
section above. The second one also considered the LO metadata as a part of the LO micro-
context. This was necessary since in many cases the LO micro-context based on the LO 
catalogue was not significant for our study; the LO micro-context did not support the pro-
posed similarity analysis.

The next step was building the micro-context in the curricular structure (cuMicroContext). 
We defined six micro-contexts: five different micro-contexts according to the five compe-
tence requirements defined in the course competencies list and a general course micro-
context. This general course micro-context consisted of the title, description, and all the 
knowledge associated with the competence requirements.

With all the micro-contexts involved (loMicroContext and the cuMicroContext), we pro-
ceeded to compare them, calculating the similarity measurements among the micro-
contexts. We calculated the similarity of each learning object to each curricular structure 
micro-context. Then, we consolidated an average similarity, grouping the learning objects 
according to the repository where the LO were placed.
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Results and Conclusions
Table 5 shows the most relevant results of this study. The first column defines the different 
criteria used for searching in the considered learning object repositories. The same criteria 
was used to define the LO micro-contexts. Additional columns represent the results of the 
average similarity consolidation for the general course micro-context.

Let us introduce an example: 0.2368 is the average similarity measure calculated among 
the 10 learning objects retrieved using the metadata—in this case, abbreviated keywords 
from Merlot. For each learning object, the similarity of its micro-context was calculated 
with respect to the general course micro-context.

We do not show the analysis of the other partial curricular structure micro-contexts con-
sidering the competence knowledge because the similarity measures were very small and 
extremely close. This did not permit us to determine the most promising micro-context for 
a learning object.

One of the most important conclusions we drew from this study was that using the defini-
tions from the provided catalogue for uncontrolled repositories to define the learning object 
micro-context in a new learning design is very difficult. That can be seen in row six of Table 
5. The reason is simple: The catalogue definition is too general for the LOOK positioning 
process to place the learning objects in a micro-context defined by the competence. The 
micro-context of the catalogue does not meet the micro-context extracted from the compe-
tence definition. 
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Table 5

Analysis of General Competence Micro-context and Learning Object Micro-Context

Search criteria Merlot ARIADNE GATEWAY SMETE

Metadata (abbreviation of 
a keyword) 0.2368 0.2140 0.0092 0.2164

Metadata (one keyword) 0.1915 0.2501 0.0518 0.1236

Metadata (keywords and 
abbreviation of a keyword) 0.1915 0.2737 0.0338 0.1236

Metadata + short catego-
ries 0.0986 NA NA NA

Metadata + categories 0.1337 NA NA NA

Categories 0.0081 NA NA NA

This situation led us to redefine the micro-context of the learning object, as is shown in 
Equation 5.

UMetadata
CLOriesUSubCatego
CLOoriesSuperCateg

CLOtextloMicroCon

),(
),(

),( =

     (5)

However, similarity measures for both micro-contexts do not show a strong relationship, 
although a manual analysis of the resource content shows strong relationships for the edu-
cational process.

Second Scenario: Controlled Environment

Description
In order to test our proposal in a controlled environment, we prepared a complete course 
of Object-Oriented Design with UML. The main objective of this study was to analyze our 
approach’s capacity for adequately placing the learning objects into a specific course struc-
ture. The starting point was the “correct” classification developed by an expert teacher. 
This means that a teacher told us how he or she put the objects into the proposed curricular 
structure.
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Method
According to the information provided in the competence definition, a structure for the 
course was defined, as shown in Table 2. The teacher manually placed the 87 available 
objects in the structure defined for the course. In this way, we have defined a point for com-
parison. Five micro-contexts associated to the UML course curricular structure (csMicro-
context) were defined. The micro-contexts of each learning object (loMicro-Context) in the 
UML course were defined.

Average similarity measurements between each loMicro-context and each cuMicro-context 
were calculated. This means that for each LO in the course, we compared its micro-context 
to the five defined micro-contexts of the curricular structure. Grouping the LO according 
to the classification provided by the expert teacher, we calculated the average similarity for 
each csMicro-context. Then, we compared the similarity of each set of learning objects to 
each csMicro-context.

Results and Conclusions
Tables 6 and 7 present the LOOK system’s precision, placing the LO in the best curricular 
structure micro-context. The obtained results came from calculating the average similar-
ity for each set of learning objects previously placed by teachers in a particular csMicro-
context. The results show a correspondence between the teacher’s classification and the 
LOOK process classification, and indicate that in general, LOOK places the LO in the best 
csMicro-context according to the teacher’s opinion.

In Tables 6 and 7, the rows show the identified csMicro-contexts (introduction, activity 
diagram, class diagram, use case diagram, and interaction diagram) and the columns rep-
resent the micro-context where the teacher classifies the set of learning objects previously. 
The values in the table indicate the average similarity between the micro-context for each 
set of LO previously classified by the teachers and each csMicro-context.  

For example, in the first column, we calculated the average similarity of the set of LO previ-
ously classified by a teacher in the introduction micro-context and each csMicro-context. 
In this way, the similarities are (0.2222) for the introduction micro-context, (0.1379) for 
the activity diagram micro-context, and (0.1194) for the class diagram micro-context and 
so on. We observed that the average similarity for the set of LO placed by the teacher in the 
introduction micro-context coincides with the highest similarity calculated by LOOK to the 
introduction csMicro-context, 0.2222. In this way, the decision LOOK made to place these 
LO in the introduction micro-context corresponds with the teacher’s decision to position 
these LO in the introduction micro-context.



 Searching for and Positioning of Contextualized Learning Objects
Baldiris,  Fabregat, Graf, and Méndez

Vol 13 | No 5			   Research Articles	  December 2012 94

Table 6

DICE Analysis Results

Curricular Struc-
ture Micro-con-
texts

Analysis for the set of LO previously classified by the teacher in each curricular 
structure micro-contexts

Introduction
Activity Dia-

gram
Class Dia-

gram
Use Case Dia-

gram
Interaction 

Diagram

Introduction 0.2222 0.0350 0.0714 0.0833 0.12

Activity Diagram 0.1379 0.4262 0.1 0.0769 0.1481

Class Diagram 0.1194 0.0571 0.2898 0.1311 0.1587

Use Case Diagram 0.1481 0.0350 0.0357 0.4166 0.08

Interaction Dia-
gram 0.1666 0.0634 0.1935 0.1111 0.3214

Table 7

COSINE Analysis Results

Curricular Struc-
ture Micro-con-
texts

Analysis for the set of LO previously classified by the teacher in each curricular 
structure micro-contexts

Introduction
Activity 
Diagram

Class Dia-
gram

User Case 
Diagram

Interaction 
Diagram

Introduction 0.3292 0.1297 0.0564 0.1171 0.2240

Activity Diagram 0.1428 0.5439 0.0734 0.1307 0.2138

Class Diagram 0.1526 0.1657 0.3331 0.2221 0.2775

Use Case Diagram 0.1439 0.0992 0.0216 0.5379 0.1543

Interaction Dia-
gram 0.1683 0.2011 0.1616 0.1617 0.5452
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In particular, Table 6 presents the results applying DICE similarity measure. DICE analy-
sis generates a precision of 100%, which means the process has localized 100% of the set 
of learning objects in the adequate curricular structure micro-contexts. Nevertheless, CO-
SINE analysis generates 100% precision with respect to the classification provided by the 
teacher.

In general, the results of the study presented in Tables 6 and 7 show a strong correspon-
dence between the classifications provided by the teacher and the possible classifications 
based on the similarity measures provided by the algorithms. The low values observed in 
Tables 6 and 7 are predictable because of the nature of the information available in the two 
different micro-contexts. Therefore, some labels in the competence definition as well as 
some in the LO metadata could contain irrelevant but comparable information because of 
the purpose of each kind of information. Only the relevant words for both micro-contexts 
are actually important, and the values shown in previous tables capture this relevance while 
selecting the best object for each particular micro-context.

User Satisfaction Evaluation Layer

Description
Our main objective in this evaluation layer was to develop a qualitative study (Hernández 
Sampieri & Baptista Lucio, 2004) that would permit us to achieve a better understanding 
of potential opportunities for improving our approach and show us more effective ways to 
support this task. The strategy we used was to develop case studies, which permitted us to 
concentrate on a particular situation—in our case, the use of distributed learning objects for 
creating learning designs.

The analysis was based on interviews with teachers, case studies where we applied a gap 
model instrument (Hernández Sampieri & Baptista Lucio, 2004) to evaluate their satisfac-
tion level. The gap model allowed us to capture the difference between the teachers’ expec-
tations and the satisfaction that they really obtained from the offered service.

The gap model was applied in a particular instrument (a survey) to measure user satisfac-
tion for four aspects of our proposal:

•	 satisfaction with the searching process (SEQ1), that is, the possibility of searching in 
different distributed repositories in a unique environment;

•	 the usability of the tool, developed on a dotLRN platform, to integrate LORSE (SEQ2);

•	 satisfaction with the results offered by the search process (SEQ3);

•	 satisfaction with the possible location of LO in a curricular structure available for test-
ing (SEQ4).
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The instrument was applied to 15 teachers (cases) at the University of Girona, Spain, as a 
part of descriptive research, where teachers had the opportunity to test our proposed ap-
plication. These instructors teach different courses at the university from different areas 
of knowledge: pedagogy, economy, law, psychology, tourism, and administration science. 
Some of these courses are already supported by a virtual learning environment (Moodle).

Methodology
We arranged sessions with teachers from University of Girona. The main researcher in-
troduced teachers to the learning object repository environment, showing them some of 
the most important ones. The main researcher introduced LORSE, its functionality and 
integration into the dotLRN learning management system as a porlet. The teachers had the 
opportunity to conduct some searches using the system. The LOOK process was described 
to the teachers, who observed the possible learning objects included in the test course. A 
session of discussions and brainstorming was proposed to every teacher in order to gain 
their opinions about our research. They were very motivated in this session.

Results and Conclusions
The results presented in Figure 2 show a very close relationship between the importance 
perceived by the users referred to the evaluated issues and their satisfaction with the solu-
tion. One of the most important parts of the descriptive analysis was the conclusions and 
opinions highlighted by the teachers: They all thought the reuse of learning objects was a 
possibility to facilitate the virtual learning process because efforts from teachers at different 
universities might be united.
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Figure 2. Teachers’ Gap Model Results.

All the teachers emphasized the necessity of guaranteeing the quality of the selected learn-
ing objects to support learning design. For them, quality means that both the selected 
learning object should be contextualized for the teachers’ and students’ needs, and it must 
guarantee learning design quality.

According to the interviews from each teacher, we concluded that 60% of teachers consider 
it a good practice for universities to include in their strategic plans the creation of spaces to 
update teachers about the resources for learning and teaching available around the world 
and in their own institutions. Teachers think that much research and knowledge developed 
by important institutions is not well known in the academic context and, for this reason, 
their efforts may not be widely used by teachers. This is the case for the available and open 
learning object repositories. 

Conclusions and Future Work
The main purpose of this article is to introduce our research into searching for learning 
objects in distributed learning object repositories and their positioning process in the most 
promising micro-contexts of future learning designs. Our solution includes the definition 
of two different processes: the distributed learning object metadata searching process 
(LORSE) and the micro-context-based positioning process (LOOK), which we introduced 
here.

We presented our results in two evaluation layers, the decision-making layer and the user 
satisfaction layer. The decision-making layer encouraged us to conclude that, on one hand, 
a search process for the LO over controlled LOR for feeding learning designs is a promis-
ing option. Learning objects selected and placed in the learning design meet the teachers’ 
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opinions in a previous manual positioning process. In this process, the importance of the 
metadata labelling process and the competence definition has been demonstrated. On the 
other hand, the decision-making process for including learning objects from uncontrolled 
learning object repositories in semi-automatically generated learning designs is a difficult 
process.  In fact, to achieve a viable solution with these repositories, the object metadata 
needs to be refined. Metadata available in the involved repositories currently has limited 
information.

To obtain a closer view of the teachers’ satisfaction with our proposal, we used a user sat-
isfaction evaluation layer. The results obtained with teachers from University of Girona 
permitted us to define some improvements from a user-centered design view. Although the 
results were promising and we obtained a high user satisfaction level, we also need to ad-
dress some important elements.

Some teachers suggested improving the appearance of the learning design player because 
they believe it could be difficult to manage for the student. The teachers suggested simplify-
ing both the LORSE and LOOK interfaces, in order to facilitate easy use of the programs 
and to improve the usability of our solution. Results obtained in the descriptive analysis 
stimulated the development of evaluation scenarios when the main issues were testing the 
usability and accessibility of the proposed solution.

Currently, our research interest is focused on some of the different issues identified in our 
research: A good way to improve our solution for uncontrolled learning objects reposito-
ries could be to develop a characterization for the learning object repositories using ontol-
ogy. This will optimize the search process to obtain more contextualized LO. Characterizing 
learning object repositories using ontologies would allow us to add the necessary semantics 
that support the selection of the repositories for a specific design process. In particular, as 
a result of the evaluation we identified the necessity of the following knowledge: character 
and granularity of the LOR, technical details, and main knowledge areas (e.g., math and 
languages). Finally, we need to develop a usability and accessibility testing scenario in or-
der to verify the facility of our solution to meet those user needs in more detail.
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Instructor-Aided Asynchronous Question Answering 
System for Online Education and Distance Learning

Abstract
Question answering systems have frequently been explored for educational use. However, 
their value was somewhat limited due to the quality of the answers returned to the student. 
Recent question answering (QA) research has started to incorporate deep natural language 
processing (NLP) in order to improve these answers. However, current NLP technology 
involves intensive computing and thus it is hard to meet the real-time demand of tradition-
al search. This paper introduces a question answering (QA) system particularly suited for 
delayed-answered questions that are typical in certain asynchronous online and distance 
learning settings. We exploit the communication delay between student and instructor and 
propose a solution that integrates into an organization’s existing learning management sys-
tem. We present how our system fits into an online and distance learning situation and how 
it can better assist supporting students. The prototype system and its running results show 
the perspective and potential of this research.

Keywords: Automated question answering; natural language processing; information re-
trieval; LMS; distance education; online learning
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Technology tools such as wikis, blogs, and podcasts can foster student interaction in online 
learning (Beldarrain, 2006). However the focus of instructional design should be on cus-
tomization of content where the learner’s needs become the center of attention (Reigeluth, 
1999). Learners of all age groups are sensitive to the applicability of content and ease of use 
of an online learning portal. Denvir, Balmer, and Pleasence (2011) discovered that people 
aged 18-24, although they have grown up in the digital age, have reduced success in finding 
information online. Their results indicate that young people are less likely to utilize the In-
ternet for obtaining advice, possibly due to frustration they experience when searching on 
the Internet. However, online learning has broadened the accessibility of education by the 
reduction of time-zone, employment commitment, and family obligation constraints, par-
ticularly with students who have left the traditional learning institutions. Nonetheless, the 
transition from traditional to online delivery isn’t trivial for the student. Likewise, perceived 
usefulness and ease of use are critical factors in determining a teacher’s acceptance and use 
of an educational portal (Pynoo, Balmer, van Braak, Duyck, Sijnave, & Duyck, 2012). 

Question answering (QA) technology may be part of the solution. QA aims to automatically 
answer some of these questions in a way that the current search engines such as Google 
and Bing do not. A QA system attempts a deeper understanding of a query such that the 
retrieval of text/documents best answers the student’s question. This is particularly dif-
ficult in the context of natural language where ambiguity in meaning is inherent in speech. 
Consider the following example query (Q) and the possible candidate answers (CA) avail-
able for selection.

 Q: Should I keep my dog away from eating flowers?

 CA1: More than 700 plants have been identified as producing physiologically active or toxic 
substances in sufficient amounts to cause harmful effects in animals.1

 CA2: Poisonous plants produce a variety of toxic substances and cause reactions ranging 
from mild nausea to death. 2

 CA3: Certain animal species may have a peculiar vulnerability to a potentially poisonous 
plant. 3

CA4: A hot dog is one of my favorite things to eat.

Removing stop words and focusing on the core words of the query dog, away, eating, and 
flowers, one can see that CA4 would be the most likely answer when strictly a bag-of-words 
approach is used since none of the core words appear elsewhere. However, clearly CA4 is 
also the least desirable. Employing further mechanical techniques such as stemming and 
lemmatization would also strengthen the choice of CA4 as the best answer (the word “eat-
ing” would be stemmed to “eat”).

1	   www.humanesociety.org/animals/resources/tips/plants_poisonous_to_pets.html

2	  www.calgaryhumane.ca/document.doc?id=78

3	  www.treehouseanimals.org/Tree%20House%20Site-E-CPP.htm
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This leads to the need of more thorough natural language processing (NLP). While many 
NLP techniques such as sentence segmentation, tokenization, name entity recognition, 
chunking, POS tagging, and syntactic parsing become necessary parts of QA systems, deep-
er NLP techniques including syntactic parsing and semantic role labeling (SRL) have in-
creasingly attracted the attention of QA researchers. Semantic role labeling (SRL) is one 
method of achieving a deeper understanding of the query to better match the question with 
the candidate answers. Role labeling maps parts of a sentence to abstract themes (frames) 
and their supporting metadata (frame elements).

Figure 1. An example of SRL.

Figure 1 demonstrates the idea of SRL using the FrameNet (Baker, Fillmore, & Lowe, 1998) 
lexical semantic database. Two frames (concepts) have been identified in the query: [activ-
ity_ongoing] and [ingestion]. The frame elements provide supporting data for the frame. 
For example, flowers have been identified as the entity being ingested. However, contrary 
to intuition, these deeper NLP processing techniques are not always of much help as we will 
discuss below. Further research into the effective use of them in QA is needed. Moreover, 
as we can imagine, syntactic and semantic processing are much more computationally in-
tensive (requiring more computing time and resources for performing the tasks) than other 
lower level NLP processing tasks and thus impose a big burden to online or synchronous 
QA that is supposed to provide answers to a question immediately. 

Our current research is focused on these two problems and aims to reach our own solu-
tions to produce more efficient and relevant answers particularly in an educational setting. 
To face the intensive computing challenge, we exploit the communication latency between 
student and instructor in online and distance education environments, and propose an 
asynchronous QA framework that makes the deep NLP analysis workable and acceptable in 
reality. This paper complements our recent work in exploiting semantic roles for asynchro-
nous question answering (Wen, Cuzzola, Brown, & Kinshuk, 2012), with emphasis on the 
student and instructor interaction through the QA interface. We extend our contribution 
through new evaluation results using a large commercial corpus and compare the results 
with our alternative solution further validating our proposed technique.
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An Asynchronous QA System
In this section, QA’s processing time issue when integrating deep NLP is examined. We be-
gin by discussing the time complexity challenge then present an overview of the major parts 
of a QA system and finally offer the particulars of our proposed QA prototype system. We 
describe how our implementation of such a system can fit into an online learning situation 
despite this time obstacle. 

The Trouble with Time
Modern QA systems incorporate NLP such as syntactic and semantic query analysis in an 
attempt to find the most relevant answers. Syntactic techniques examine the individual ele-
ments and structure of the sentence. These strategies include part-of-speech (POS) tagging 
where words are classed into their grammatical categories – noun, pronoun, verb, adverb, 
adjective, and so forth. Parse trees extend POS tagging with a structural representation 
of the sentence. In contrast, semantic techniques attempt to derive the context or mean-
ing of a sentence. Such strategies include named entity (NE) recognition where parts of a 
sentence are generalized as entities such as country, person, date, temperature, weight, and 
so forth. Other more recent strategies involve labeling semantic roles and collecting them 
as reusable resources, such as PropBank (Palmer, Gildea & Kingsbury, 2005) that centers 
around the verb of the sentence and FrameNet which deconstructs the sentence into con-
cepts (semantic frames) and supporting frame elements. The NLP research community has 
developed many very useful software tools to make the above techniques accessible and 
applicable to researchers for constructing new NLP projects. Such powerful tools include 
ASSERT (Pradhan, Ward, Hacioglu, & Martin, 2004), SEMAFOR (Das, Schneider, Chen, & 
Smith, 2010), and Shalmaneser (Erk & Pado, 2006), which are readily exploitable to those 
who can mitigate the computational time obstacle.

Table 1

Speed Comparison between ASSERT/SEMAFOR/Shalmaneser per 1,000 Sentences

ASSERT (PropBank) SEMAFOR 
(FrameNet)

Shalmaneser (FrameNet)

19 Minutes 30 Minutes 77 Minutes

Table 1 shows the observed processing time required to semantically parse 1,000 sentences 
from the Reuters 21,578 corpus using PropBank and FrameNet. The speed comparisons 
were done using the software of ASSERT, SEMAFOR, and Shalmaneser on a 2.4 GHz Intel 
Core2 Duo with 8 GB RAM on a 64-bit Linux OS.

This overhead makes the use of semantic role labeling troublesome in synchronous QA 
where near-instantaneous answers are expected.  Precomputation of the corpus in advance 
may avoid lengthy delays at the time of the query. The aforementioned Reuters corpus 
consisted of a total of 104,410 sentences which in the context of Table 1 may be feasible for 
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preprocessing and storage. However, a large corpus of millions of lines (and larger) makes 
beforehand labeling unpractical. Furthermore, this option is unavailable for dynamically 
changing content such as that accessible through search engines, Wikipedia, online forums, 
and similar World Wide Web artifacts.

Our research investigates the offline interaction between student and instructor that inher-
ently involves a response delay between the time a question is asked and the time of an 
expected answer. It is within this delay where we propose a QA system that can benefit from 
semantic role labeling while side-stepping the time complexity problem.

The Components of a QA System
The components of a question answering type system are commonly comprised of four 
stages: question analysis, query generation, search, and filtering/ranking. A syntactic and 
semantic analysis of the question is performed to generate suitable queries for the search. 
The returned results also undergo syntactic and semantic evaluation to determine their rel-
evancy with respect to the question and their ranking with respect to each other. Non-rele-
vant answers are discarded (filtered).  We utilized the open source framework OpenEphyra 
which provides the four stage pipeline in a modular and extensible implementation (Sch-
laefer, Gieselmann, & Sautter, 2006). OpenEphyra marries INDRI’s very fast search engine 
for large lexicons with various syntactic capabilities that include part-of-speech tagging, 
sentence detection, and named entity recognition through the OpenNLP package (http://
opennlp.sourceforge.net). Additionally, a lexical database of related concepts known as 
WordNet (Miller 1995) is also available for syntactic use.  PropBank semantic analysis is 
performed through the ASSERT software. We are currently developing an interface module 
to either Shalmaneser or SEMAFOR that would give OpenEphyra the ability to perform 
subtler semantic analysis through FrameNet.
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Figure 2. Asynchronous semantic QA model (Wen, D., Cuzzola, J., Brown, L. & Kinshuk, 
2012).

Figure 2 outlines the proposed model. The primary actors involve the student, the learning 
management system (LMS), the OpenEphyra framework, and the course instructor (pro-
fessor). A student first submits a question to the course instructor/tutor through an inter-
face made available through the organization’s learning management system. This allows 
for seamless, integrated and familiar access for the student thus encouraging its use. We 
use Moodle (http://moodle.org) as the LMS, a popular choice for a significant number of 
educational organizations. Once a student’s question is posted, the OpenEphyra frame-
work begins the process of question extraction, semantic analysis, and finally filtering and 
scoring of the top ten results (Steps 3-5). It is through this phase of the process that the 
proposed asynchronous solution is required. The time complexity of these three steps sig-
nificantly exceeds the patience of any user expecting results as quickly as the traditional 
synchronous search engine (see Table 1). However, since this communication model be-
tween the time a student submits the question and the instructor’s response is anticipated 
to be delayed in an asynchronous learning environment, the problem of time complexity 
can be mitigated. Once the processing is complete, a ranked top 10 result, similar in output 
to that of a search engine, awaits the student and the course instructor in their LMS mail-
boxes for retrieval (Steps 7 and 8). The students may now investigate the automated results 
for potential answers to their questions while they wait for the instructors’ feedback. The 
instructor receives the student’s query as well as the automated suggested answers. The 
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instructor can give direct feedback to the student, annotate or modify the automated results 
list, and even give preference to specific result entries over other less-relevant automated 
suggestions. This instructor reply then awaits the student in his or her LMS mailbox as a 
follow up to the automated suggestions. The instructor may also decide that the revised 
questions/answers may be of use to other students in the class and can direct the LMS to 
post this information in the course FAQ or forum.  Lastly, the model includes a reinforce-
ment learning component for continuous improvement of the accuracy of the automated 
results (Step 12) by leveraging the annotations offered by the course instructor, a domain 
expert, to learn how the rankings of similar QA answers in the future should be adjusted. 

Prototype Test Results and Discussion
This section introduces our proof-of-concept prototype of the proposed system and the 
preliminary results. This prototype was developed at Athabasca University for research and 
test purposes. 

The QA Prototype
We have developed a prototype user interface as described in Figure 2 for Athabasca Uni-
versity. Figure 3 shows the Moodle plugin as displayed to the student. The plugin reveals 
the number of questions asked by the student that are still awaiting answers, the number 
of responses with unread automated answers (Step 7), and the number of replies from the 
course instructor yet to be read (Step 10).

Figure 3. Moodle student plugin to QA system.

The student submits a question by clicking on “Ask” and entering a subject and message 
body to his/her question for the instructor. Figure 4 illustrates the question submission 
interface including a possible question asked by a student. 
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Figure 4. Moodle interface for submitting a question to the QA system.

The simple interface resembles the composition form of a typical email program. Note that 
these types of questions pose an extra challenge to the QA system for a number of reasons. 
First, the colloquial nature of the message (i.e., “Hello Professor”) introduces informal lan-
guage not often included in a query to a search engine. Second, multiple questions can be 
asked within a message that may be intermixed with nonquestions (i.e., “I hope you are 
well”). The system must identify the questions while ignoring the superfluous parts of the 
message. The task of precisely identifying questions is very much an open problem. Our 
implementation assumes that each sentence is a potential question. The message is decom-
posed into individual sentences using the sentence detector of OpenNLP; each sentence is 
then submitted for candidate answers. Once the automated suggested answers are formu-
lated, the student is informed through the Moodle plugin (see Figure 3). The query portion 
of the message is identified and displayed to the student underneath his/her original mes-
sage.
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Figure 5. Automated response returned by the QA system.

Figure 5 shows the primary user interface for retrieving the suggested answers from the 
automated system and from the course instructor. The number in the bracket (9) after the 
question indicates the count of retrieved documents that the system believes is relevant to 
the student’s query. Clicking on the question reveals the list, which includes a summary 
paragraph, a relevancy score, and a link to the source document. Figure 6 shows the sug-
gested second answer and its score from the list of nine answers.

Figure 6. Suggested second answer from the list of nine.

A student can verify his/her question was fully considered by the QA system by clicking the 
“expand all” link which reveals the decomposition of the query, as shown in Figure 7.
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Figure 7. Submitted message split into sentences and answered by the QA system.

By default, sentences with zero answers are not displayed and this method is used as a 
simple filter to separate questions from anecdotal speech. In the future we plan to inves-
tigate state-of-the-art methods to differentiate questions from statements. In the interim, 
our simple no-zero answer filter policy has proven satisfactory. Also noteworthy is that the 
subject of the message is included as part of the query. This is intentional as in practice the 
subject line of a message often contains a synopsis of the message and usually excludes the 
colloquial extras that may cause confusion to the machine. Due to the concise nature of a 
subject line, we plan to incorporate the subject directly into each of the queries in an at-
tempt to further improve the answers returned. 

Figure 8. Moodle instructor plugin to the QA system.

Figure 8 shows the view of the Moodle QA from the perspective of the course instructor. A 
count of the number of unanswered questions pending is given in the brackets. The instruc-
tor can reply with his/her own message, annotate the automated answers, and/or post the 
reviewed solution directly to the course FAQ or forum.

QA Matching Theory and Methodology
With respect to the task of associating answers with questions there are typically two class-
es of queries: factoid based and information retrieval. Factoid queries give matter-of-fact 
type answers of a simple nature. Examples of such queries include “what are the first four 
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digits of PI?,” “who was the second president of the United States?,” and “what is the ratio 
of hydrogen to oxygen in water?”. In contrast, information retrieval questions attempt to 
locate supporting documents for a specific concept, topic, or idea. Such examples are: “how 
does the warming of the oceans affect weather patterns?” and “what is the link between 
smoking and heart attack?” For educational purposes, our focus is on information retrieval 
type queries. Unfortunately, OpenEphyra out-of-the-box is geared toward factoid answers 
only. Our first task was to modify the pipeline to allow for the latter. Our FrameNet inspired 
solution replaces the OpenEphyra pipeline. This pipeline includes our own answer filtering 
technique that involves incremental clustering of the top answers based on a dynamically 
adjusted boundary. Figure 9 shows the new pipeline as an alternative to the OpenEphyra 
pipeline.  

Figure 9. Alternative pipeline based on FrameNet.

The FrameNet lexical database consists of more than 1,000 semantic frames wherein each 
frame represents an event or concept. Associated with each frame are specific frame ele-
ments, sometimes referred to as roles, which represent the entities or participants of the 
frame. Additionally, the FrameNet database is relational in which frames may inherit from 
other frames.
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Consider the act of eating which consists of what is being eaten (ingestibles) and who is 
doing the eating (ingestor). This act may or may not involve a utensil (instrument). In 
FrameNet, this event is represented by the frame [Ingestion] and includes frame elements 
ingestor, ingestibles, instrument, and others. 

example: John[Ingestion:ingestor] tried to eat his soup[Ingestion:ingestibles] with a fork[Ingestion.instrument].

Our graph algorithm involves locating matching frames, either directly or through inher-
itance relationships, in order to translate this intersection into a heuristic function that 
returns a dissimilarity measure between the query and candidate answers. To illustrate, 
consider the query “are potential and kinetic energy related” and two possible candidate 
answers: “there is ample data relating energy drinks to headaches” and “energy related to 
position is called potential energy.” Although both candidate answers contain the match-
ing words energy and relate, the candidate answer “energy related to position is called 
potential energy” is clearly preferred. In order to resolve this ambiguity, our algorithm first 
performs a FrameNet semantic analysis of the query and candidate answers as shown in 
Figure 10. The scoring is obtained through a relative distance calculation between weighted 
paths from matching words of the query and candidate answer that share the closest inter-
secting frame. The further apart the intersection occurred, the less similar an answer is to 
the question.

These paths incorporate the inheritance model of FrameNet where each super-frame is a 
more generalized abstraction of a child frame concept. The edges are weighted with values 
αiv

r where (v) is some arbitrarily chosen base raised to an incrementally larger exponent 
(r) at higher graph levels. Hence, weights at lower levels (more specific frames) are smaller 
than those at higher levels (generalized frames). A learning vector (α), derived through a 
supervised machine learning algorithm and a training set, provides weight adjustments for 
a better fitted model. Path values are computed through the product of the traversed edges 
and log normalized to account for large exponential values. Figure 11 illustrates such paths 
constructed from the semantic analysis of Figure 10.
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Figure 10. FrameNet semantic role labeling of query (a) and candidate answers (b), (c).
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Figure 11. Paths with assigned edge weights from matching words to the topmost super-
frame derived through Figure 10.

Notice that each edge weight along a path is exponentially larger than its predecessor with 
the exception of a special pseudo-frame called [A_FrameNet_Frame] which receives an 
edge weight of infinity. All frames are ultimately descendants of [A_FrameNet_Frame]. 
The infinity edge weight is assigned to discourage matching on this universal frame. The 
query and two candidate answers all share a common frame of [Cognitive_connection]. The 
heuristic value is computed from the product of the query’s edges through the intersecting 
frame to the candidate’s edges toward the matching words (energy/related). For example, 
the word energy in the preferred candidate answer has path value of  αiv

1 αiv
1 compared 

to αiv
1 αiv

6 αiv
1 of the less desirable answer due to the extra frame of [Relating_concepts]. 

Since  αiv
1 αiv

1 < αiv
1 αiv

6 αiv
1 , the word energy in the answer “energy related to position is 

called potential energy” is favored over its use in “there is ample data relating energy drinks 
to headaches.” A similar calculation can be done for the matching word related.  The goal 
is to find a minimal cost spanning tree between all constructed paths. In the next section 
of this paper, we test this algorithm on Microsoft Question-Answering Research Corpus 
(Microsoft Research, 2008) and test the PropBank solution with the Introduction to Pro-
gramming Using Java online text (Eck, 2011). A more detailed technical introduction and 
experimental results of the algorithm will be reported in a separate paper.

QA Matching Results
We began preliminary testing on the effectiveness of OpenEphyra with PropBank style 
semantic filtering. We utilized the Microsoft Research QACorpus which was the basis of 
Microsoft Encarta 98 digital encyclopedia published from 1993 to 2009. This corpus com-
prised 1,400 individual questions with each question containing multiple correct answers 
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for a total of 10,000+ QA pairs. The corpus is further divided into 32,715 individual files 
with each file containing a number of paragraphs. Overall, the corpus provided 163 mega-
bytes of textual data for experimentation. 

We evaluated our prototype by asking 33 information retrieval type questions and record-
ing the hit rate (correct answers), miss rate (incorrect answers), and the positional ranking 
of the best answer.  Table 2 gives the top and bottom 12 queries based on the number of 
relevant answers returned.   

Table 2

Top/Bottom Twelve Questions

Although the preliminary answers given by OpenEphyra with ASSERT showed promise, 
the overall precision needs improvement before deployment in an educational setting.  
Hence, our research is now focused on increasing the hit rate, lowering the miss rate, and 
improving the positional rankings of the best answers. These observations were the catalyst 
for our own filtering and scoring algorithms based on FrameNet semantic role labeling and 
graph theory matching. 

To demonstrate we took the query “how are potential and kinetic energy related?” that 
produced no answers in the existing PropBank pipeline (see Table 2) and subjected it to 
our proposed FrameNet alternative.  In the first step of the pipeline, 1,368 potential can-
didate answers to the query were selected through a simple bag-of-words approach. The 
candidates were syntactically parsed with frame elements assigned and inheritance chain 
calculated as described in the QA Matching Theory and Methodology section of this paper. 

After completion of the similarity scoring, 29 answers survived our filtering stage of the 
pipeline. The top five answers and their dissimilarity scores are given in Table 3. For com-
parison, the ranking of the bottom five answers are also given; note that lower scores are 
better (less dissimilar) to the question asked.
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Table 3

Top/Bottom Ten Answers to the Question “How are Potential and Kinetic Energy Re-
lated?”

Our next phase of testing involved establishing how such a system, incorporated into the 
LMS of an educational organization, could improve learning particularly in the online/dis-
tance situations where face-to-face instructor interaction is infrequent or unavailable. In 
this test, the corpus consisted of the online introductory Java textbook comprised of 326 
web pages freely available through a Creative Commons License. Table 4 gives an example 
of the types of questions a student may ask while taking this course. Such expected ques-
tions, given the nature of the course, may be “how do I compile my program?” or “how do 
I use annotations?”.

Similar to Table 2, the results show how many of the suggested answers are relevant to the 
question and the positional ranking of the best answer amongst the returned candidates. 
The queries were executed under the modified PropBank pipeline with mixed results with 
respect to hit, miss, and best rank. For example, when asked “how do I compile my pro-
gram?,” 7 out of the 10 returned answers were considered satisfactory for the question (70% 
precision) but the best answer of the set was found (ranked) in the tenth position. 

Nonetheless, a satisfactory (correct) answer was given somewhere in the suggested top-10. 
With the ability of the course instructor to annotate and/or modify the list, the student’s 
question should be adequately answered. We believe, as in our previous tests with the Mi-
crosoft Encarta corpus, that the alternate FrameNet pipeline will yield improvements. Fur-
ther testing is ongoing.
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Table 4

Commonly Asked Questions for an Introductory Course on Java Programming

Relevancy

Question

--

[Rank] Best Answer

7 / 10
Q1: How do I compile my program?

[10] That section contains information about how to compile and run Java programs, and you 
might want to take a look at it before trying to write and use your own programs.

8 / 9
Q2: How do I use recursion?

[8] Recursive algorithms work by reducing a complex problem into smaller problems which 
can solved either directly or by applying the same algorithm “recursively.” RGB

6 / 10
Q3: How can I use graphics?

[2] If OSC is of type BufferedImage, then the method OSC.getGraphics() returns an object of 
type Graphics that can be used for drawing on the image....An off-screen canvas is a region of 
the computer’s memory that can be used as a drawing surface…

1 / 5

Q4: How do I use annotations?

[1] Some annotations are used to make the programmer’s intent more explicit....For example, 
@Override is a standard annotation that can be used to annotate method definitions....Instead 
of writing that code by hand, a programmer could use an annotation to mark the variables that 
are part of the state that is to be saved....An annotation used in this way is an aid to writing 
correct programs, since the programmer can be warned about a potential error in advance, 
instead of having to hunt it down later as a bug

Research Motivation
The motivation for this research is inspired by offline communication and forum posts that 
instructors frequently encounter with their students.

Hello Professor:

I need help with an assignment question: 

“Analyze the UML model as described in Figure 4 of the textbook and give a solution.” 

I could not find this figure in the textbook, nor the assigned reading. Where is it?

Figure 12. An example of a student’s forum post.
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Figure 12 contains some key observations. First, the student’s query is very specific. Al-
though any popular search engine will provide links to resources on the topic of UML, the 
student’s question is considerably more focused in asking for a seemingly missing figure 
related to a textbook reading assigned to this course. In order to accommodate this de-
gree of specificity, deeper natural processing techniques such as semantic role labeling are 
necessary. Computational complexity, as shown in Table 1, would suggest this technology 
would normally be prohibitive. However, our proposed offline asynchronous implementa-
tion is tractable and consequently can provide an educational benefit within this context. 
A second observation is although the question is directed to the course instructor (“Hello 
Professor”), it has nonetheless been posted to the course forum. The reason is two-fold:  to 
ask his peers in the event someone may know the answer or for the benefit of his peers in 
the circumstance that others may have the same question. Our prototype system specifi-
cally addresses this by giving the instructor the option to submit his/her comments along 
with the annotated auto-responses directly to the forum.

Our objective is to produce a QA system of sufficient accuracy of benefit to assist students 
and teachers. Our preliminary tests results have shown that the existing pipeline of the 
OpenEphyra framework is insufficient for this task. Consequently, our theoretical work fo-
cuses on a modified pipeline (Figure 9) that utilizes FrameNet SRL and weighted spanning 
trees (Figure 10/11). Systematically, we have introduced features in our implementation to 
further aid in the prototype’s accuracy. The instructor has the option to not allow the sys-
tem to respond to the student with its answers until the instructor has had an opportunity 
to review the system’s suggestions and provide his/her corrections (see Figure 2 sequence 
no. 7 disabled).  This allows the  proposed system to operate either in unsupervised, semi-
supervised, or fully supervised mode at the discretion of the instructor.

We have also incorporated a re-enforcement learning step (Figure 2 sequence no. 12) for 
perpetual accuracy improvements facilitated through the adjusted edge weight vector (α) 
of the model (Figure 11). Furthermore, the constrained domain of the course curriculum 
further aids in accuracy by limiting the search to only content available within the online 
offering.

Finally, it is worth noting that students are seeking assistance from search engines fre-
quently, arguably more so in an online distance education situation than in the traditional 
face-to-face paradigm. Consequently, a QA system that is focused on the course material 
and moderated by the instructor offers advantages over the less restrictive, and sometimes 
inaccurate, sources of online information such as search engines and Wikipedia.

Related Works
A recent survey by Shuib et al. (2010) on 129 postgraduate computer science students 
found that students were having considerable difficulty in finding information appropriate 
to their learning style using the search tools available. It is also clear that not all available 
searchable content is created equal when measured against its educational value. In a case 
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study involving the use of a digital library in a middle school, Abbas et al. (2002) observed 
the usefulness of search systems varied based on the type of classes and differing student 
achievement levels. They conclude that an educationally useful search engine is more than 
seeking on-topic documents of interest but also is an organizational and collaboration tool 
that teaches iteration and refinement processes often leading to more than a single ‘correct’ 
answer.

Marshall et al. (2006) examined information retrieval in education using a digital library 
environment known as GetSmart. This system successfully augmented traditional search 
with concept mapping. Of 60 university students surveyed taking an undergraduate com-
puting course, 86% reported that the marriage of concept mapping with search was “very 
valuable” or “somewhat helpful” in their queries. 

Curlango-Rosas et al. (2011) developed an intelligent agent specifically for the retrieval of 
learning objects. A learning object (LO) was defined as “any entity, digital or non-digital, 
that may be used for learning, education or training [IEEE 2002].” Obviously, an LO is 
of special interest to educators over other forms of web content. Their “Learning Object 
Search Tool Enhancer” (LOBSTER) demonstrated that 96% of piloting teachers found suit-
able quality LOs compared to only an 80% success rate when using Google. 

Martin and Leon (2012) proposed a digital library search for teachers that leveraged se-
mantic and natural language processing. Their system made extensive use of case-based 
reasoning technology to construct a searchable ontology they named OntoFAMA.  In the 
survey 50 engineering students were asked to rank the relevancy of suggested LOs by both 
OntoFAMA and Google; 85.4% of retrieved LOs from OntoFAMA were considered of ac-
ceptable or better quality compared to only 78.5% when using Google (a measure of preci-
sion). Only 14.4% of OntoFAMA’s suggestions were considered poor quality compared to 
Google’s 21.3% (a measure of recall).

A supervised learning approach to searching was investigated by Prates and Siqueira (2011). 
They used information extraction to create a training set that forms a baseline to the appro-
priateness of a retrieved document in a specific educational context. A teacher selects seg-
ments from available sources deemed as representative of the content he/she finds suitable. 
A student’s query is expanded by using additional relevant terms as learned through the 
baseline before submission to a web search engine. Empirical tests showed that queries ex-
panded in this manner gave better precision than their original nonexpanded counterparts.

In education a large body of information remains underutilized due to lack of an effective 
information retrieval system. Mittal, Gupta, Kumar, and Kashyap (2005) recognized this 
and they devised a QA system to search for information stored in PowerPoint slides, FAQs, 
and e-books. Feng et al. (2006) investigated a QA like discussion-bot, using a remote agent 
to provide answers to students’ discussion board questions. Their results highlighted the 
importance of QA in online and distance education.

Feng, Shaw, Kim, and Hovy (2006) examined an intelligent robot that intercepted posts 
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to an educational forum and volunteered its own answers. This was similar to our own 
QA system, but lacked deeper semantic processing techniques. This gave quick answers to 
questions but the quality of the responses suffered. Cong, Wang, Lin, Song, and Sun (2008) 
used QA in their research to retrieve answers from online forums. Their technique took 
into consideration whether the answer was by a known domain expert and weighed his/her 
response accordingly. 

Marom and Zukerman (2009) experimented on corpus-based techniques for the automa-
tion of help-desk responses, using request-response e-mail dialogues between customers 
and employees of a large corporation. Help-desk e-mail correspondence contains a high 
level or repetition and redundancy, and responses to customers contain varying degrees of 
overlap. This repetition and overlap is also commonplace in an educational environment 
where multiple students may have the same question. Hence, our prototype allows the in-
structor to post the annotated answers to the course forum. 

Surdeanu, Ciaramita, and Zaragoza (2011) created a re-ranking model for non-factoid an-
swer ranking using question-answer pairs from Yahoo! The results of the experiment show 
that semantic roles can improve ad hoc retrieval on a large set of non-factoid open-domain 
questions. Their paper provided compelling evidence that complex linguistic features such 
as semantic roles have a significant impact on large-scale information retrieval tasks and 
consequently can be a major benefit in online education.

Shen and Lapta (2007) introduced a general framework for answer extraction which ex-
ploited the semantic role annotations in FrameNet. The results were promising and show 
that a graph-based answer extraction model can effectively incorporate FrameNet style role 
semantic information.  To the best of our knowledge, our proposed asynchronous QA sys-
tem has not been implemented.

Conclusion
The Internet has provided educational opportunities in ways that were unavailable just 10 
years ago. Online and distance learning has extended these opportunities past the tradi-
tional campus-based classes into students’ homes, workplaces, and smart phones. Learn-
ing is now self-paced with the instructor acting as a facilitator and mentor. However, this 
anytime/anywhere access has presented a challenge in answering students’ questions par-
ticularly in a medium where time zones are irrelevant. Our research contribution aims to 
develop an  asynchronous QA system to fit student needs and support student and teacher 
participation in the learning process. Instructor feedback can validate the student’s choice 
or provide instruction in choosing a suitable answer. Our system can assist with this valida-
tion. We also hope this research leads to improved communications between student and 
teacher and to lessen the frustrations a student may encounter in a distance learning envi-
ronment where real-time access to the instructor may be absent. Our future work involves 
continued improvement to the question answering accuracy using semantic role labeling as 
well as enhancements to the Moodle user-interface to the extent that our working prototype 
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can be evaluated in an actual online course. Future papers will report on the progress of the 
QA accuracy and include evaluations from teachers and students who participated in the 
Moodle pilot. 
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Drawing Dynamic Geometry Figures Online with Natural
Language for Junior High School Geometry

Abstract
This paper presents a tool for drawing dynamic geometric figures by understanding the 
texts of geometry problems. With the tool, teachers and students can construct dynam-
ic geometric figures on a web page by inputting a geometry problem in natural language. 
First we need to build the knowledge base for understanding geometry problems. With 
the help of the knowledge base engine InfoMap, geometric concepts are extracted from an 
input text. The concepts are then used to output a multistep JavaSketchpad script, which 
constructs the dynamic geometry figure on a web page. Finally, the system outputs the 
script as an HTML document that can be visualized and read with an internet browser. 
Furthermore, a preliminary evaluation of the tool showed that it produced correct dynamic 
geometric figures for over 90% of problems from textbooks. With such high accuracy, the 
system produced by this study can support distance learning for geometry students as well 
as distance learning in producing geometry content for instructors.

Keywords: Natural language understanding; dynamic geometry; JavaSketchpad; 
geometry education; knowledge construction

Introduction
One approach to distance learning is to put learning content on web pages and ask learners, 
who may be in different geographical locations, to engage in some learning activities while 
browsing the pages. However, learning content takes a lot of time and human resources to 
produce, especially when the content involves geometric figures. Thus, producers of learn-
ing content would be very happy if they could use a tool to automatically convert an input 
text of domain concepts, such as a geometry problem, into a target output format such as 
some programming code to draw geometric figures on web pages. This article proposes a 
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methodology of how to convert input texts of domain concepts into some target output for-
mat. The methodology is illustrated by the construction of an actual system in converting 
input texts of geometry problems at a junior high school level into JavaSketchpad scripts to 
display dynamic geometry (DG) figures on a web page.

The National Council of Teachers of Mathematics (NCTM) has published two important 
documents on K-12 mathematics curriculum: Curriculum and Evaluation Standards for 
School Mathematics (1989) and Principles and Standards for School Mathematics (2000). 
The latter focused more on the skill of writing formal proofs of geometry (Knuth, 2002). 
Furthermore, mathematicians and educators agree that writing geometry proofs involves 
important skills that are difficult to learn (Koedinger, 1998; Whiteley, 1999).

Using geometry software increases the motivation of students in learning geometry. Some 
popular programs include Geometer’s Sketchpad (GSP, http://www.keypress.com/sketch-
pad/), Cabri Geometry II (http://www.cabri.com/v2/pages/en/index.php), Geometry Ex-
pert (Chou et al., 1996), and Cinderella’s Café (http://www.cinderella.de/tiki-index.php). 
These programs share one common focus on dynamic geometry figures. In a dynamic ge-
ometry figure, students can drag a geometry object such as a vertex of a triangle and change 
the figure dynamically while preserving the geometric invariants, which are the conse-
quences of the given conditions. Thus these programs are commonly used to demonstrate 
geometry theorems.

Dynamic geometry can also be used by students to discover conjectures about a figure in 
some given conditions. Students can explore the variations of a dynamic geometry figure 
and try to discover conjectures about the figure on their own (Jones, 2000). In a study, 
students are given work sheets to fill in measurements of some properties of geometric 
objects, and they write down conjectures they discover in a dynamic figure (Furinghetti & 
Paola, 2003). There are two common problems in such learning activities. First, teachers 
and students have to learn to use the DG software and the learning process can be difficult. 
Second, there is no detailed record on how students manipulate the dynamic figures in or-
der to support the findings of the study on these activities. Both problems make it difficult 
to evaluate the learning effectiveness of the students in using a dynamic geometry system.

To address the above two problems, we built an online dynamic geometry system that can 
“understand” geometry problems. With this system, the teachers and students can con-
struct dynamic geometric figures on a web page for their learning activities, such as making 
geometry conjectures and proving a theorem. Furthermore, this tool can help researchers 
to design user interfaces that are capable of recording the data of students’ interactions 
with the dynamic geometric figures. Based on the data, researchers can get more insights on 
how students make inferences from their interactions with the dynamic figures.

In addition to benefitting students, the online dynamic geometry system can be a valuable 
tool for instructors who struggle to produce the learning content of dynamic geometry. Spe-
cifically, two types of instructors can use the system in ways that suit their needs. The first 
type is instructors who do not want to work with JavaSketchpad (JSP). They can directly 
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use the web pages of learning content generated by the system or enhance those pages with 
other tools such as Adobe’s Dreamweaver. The second type is instructors who want to learn 
JSP. They can input a problem text of their choice to the system and get a web page of JSP 
with the geometry content. Then they can study how the JSP code produces the dynamic 
geometry content they pick. This can be a good way to learn JSP by example. How effective 
this tool is for instructors and learners of geometry really depends on the accuracy of the 
system in producing correct geometry figures. Thus, an objective of this study is to evaluate 
the accuracy of the system empirically.

This system uses InfoMap (Hsu et al., 2001), which is a knowledge engineering tool for 
understanding natural language. InfoMap analyzes a geometry text by extracting geomet-
ric concepts and converting them into JavaSketchpad commands for drawing a dynamic 
figure. Then the system embeds the script in a web page, which can show the dynamic ge-
ometry figure on an internet browser. The article is organized as follows. The literature on 
attempts to solve the problem of learning JSP is first reviewed. Based on our previous study 
(Wong et al., 2007), a methodology and the core technologies of the system are presented. 
We also empirically tested the system with geometry problems from three main reference 
books for junior high schools in Taiwan. At the end of the article, some empirical results 
and conclusive remarks are reported, and future work is suggested. 

Roles of DGE and Instructional Design in Geometry Learning
In research literature, there is yet no satisfactory explanation of how experimentation with 
dynamic geometry can help the acquisition of skills for formal theorem proving. Research-
ers think there is a big gap between the experience of dynamic geometry and the learning 
of formal proof production. Some studies also found that object dragging in a dynamic 
geometry environment (DGE) can reduce the gap between dynamic geometry experimenta-
tion and the generation of theorem proving ideas by learners. As a result, many researchers 
design some activities in a DGE and study what types of learning result from such activities 
and the nature of the learning process (e.g., Leung & Lopez-Real, 2003; Hoyles & Healy, 
1999; Furinghetti & Paoloa, 2003; Christou et. al., 2004).

Some studies indicate that when students explored conjectures in a DGE, they could ex-
plain the formal proof they wrote based on their experiences in the exploration (e.g., Holys 
& Healy, 1999). Furthermore, students would strengthen their beliefs in the geometry con-
jectures they made from their observation of the changes of dynamic figures in a DGE (de 
Villiers, 1996, 2003). In a DGE, students can drag geometric components and take mea-
surements of geometric objects in a dynamic figure. Then they can notice the variance and 
invariance of conditions in a dynamic figure, deepening their understanding of geometry 
theorems (Laborde et al., 2006). 

The ultimate goal of geometry learning is to design a DGE that helps students learn the skills 
of theorem proving in geometry. But current DGEs are not designed for this purpose since 
they do not provide any tools with instructional strategies for theorem proving. Although 
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a DGE is used in math classes in some schools, many math teachers and researchers think 
that it is difficult to design instructional materials for a DGE, and students might spend 
too much time in exploring without achieving the final learning objective. Therefore in the 
design of a DGE with specific teaching objectives, educators have to pay special attention to 
the design of interfaces for instructor to author guiding instructions and for learners to pro-
ceed to the final learning objective through guided exploration. Thus, we need to develop a 
system which can support the user interface design of a DGE for specific learning purposes.

Problems Using a DGE in Class
When a DGE is used in some learning activities, students need both basic geometry knowl-
edge and the knowledge to work in a DGE. Sometimes, they need to add some geometric 
components in a dynamic figure. This can be an obstacle to some students, reducing the 
effectiveness of learning in a DGE (Talmon & Yerushalmy, 2004). Despite the potential 
benefits of using a DGE in geometry classes, a DGE is not available to some schools in 
Taiwan. We found that in four junior high and high schools, located in urban areas of 
Yunlin County, teachers have never used a DGE in their classes. We believe many other 
schools have similar experiences. Three reasons are suggested for not using a DGE in 
school. First, using a DGE might not contribute directly to the performance of students in 
public examinations for entering the next level of schooling. Second, funds are difficult to 
get for computer equipment. Third, too much time is required for teachers and students 
in learning how to construct dynamic figures in a DGE.

In order to address the third problem, some tools are developed to train users to learn to 
write JavaSketchpad (JSP, http://www.keypress.com/sketchpad/java_gsp/) script. On 
the web page http://www.mathematik.uni-bielefeld.de/~lisken/jsp/, Lisken provides a 
tool, jsp.awk, on which an author can write JavaSketchpad code. When coding is done, 
the tool embeds the code in an HTML file, which the author can view to check the dynamic 
figure with a browser. On the web page http://home.wxs.nl/%7ehklein/jspgenerator/jsp-
generator.htm, Klein provides a similar tool called JSPGenerator, which is an authoring 
tool written in Javascript to generate JavaSketchpad files. After an author finishes writing 
Javascript code on JSPGenerator, he can choose to view the dynamic figure generated by 
the code in the same window just below the code. This previewing step is an improvement 
over jsp.awk. In Taiwan, Lin (2006) offers a similar tool called JavaGSP Editor, with 
which learners can write JavaSketchpad scripts and use these scripts in an online learn-
ing environment (Figure 1). The tool provides fancy graphical interface components such 
as buttons and menus for designing more interactive web pages. The above three tools 
simplify the task of producing dynamic figures on web pages. However, these tools still 
require users to learn JavaSketchpad’s programming syntax and semantics, which can 
put off many instructors and students in high school.
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Figure 1. JavaSketchpad Editor (the left is Editor, viewer in the right (Lin, 2006)).

To make a DGE more accessible to teachers and students, we propose a system that can 
draw dynamic geometry figures by understanding texts of geometry problems. In this way, 
teachers and students are not required to spend so much time in constructing figures in a 
DGE. Moreover, if the system is available on a Web site, then there is no need to install any 
expensive commercial software in school, making a DGE more accessible to schools in poor 
school districts.

Natural Language Understanding for Computer-Assisted Learning

Natural language understanding is a challenging problem in the research of artificial intel-
ligence. Some missions of research on natural language understanding are to analyze and 
comprehend human language and answer questions about given texts. With the progress 
of the research of natural language understanding, these technologies have been applied 
to various fields, including semantic web, Chinese speech processing, machine translation, 
concept modeling, knowledge engineering, and computer-assisted learning. In a study, us-
ers can use natural language instead of formal commands to work in the UNIX system 
(Lees & Cowie, 1996). In a study by Li & Chen (1988), an expert system was constructed for 
helping users learn concepts of computer science. In studies by Wong et al. (2007, 2008), 
a knowledge model of geometric concepts was used to understand word problems of geom-
etry proofs.

Lees and Cowie (1996) proposed an enquiry system for training students to learn UNIX 
commands. The system provides a natural language interface for learners so that they can 
learn UNIX commands by themselves. After a learner inputs a sentence or a UNIX com-
mand, the system will parse the sentence with a chart parsing algorithm and generate a 
UNIX command as a response. The system checks with the learner in a dialog and executes 
the command if that is what the learner really wants to do with the input sentence. Li and 
Chen (1988) proposed a Chinese enquiry system about fundamental knowledge of com-
puters. The system uses a linguist string parser to understand the question inputted by a 
learner, and then outputs an appropriate answer.
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In Lu et al. (2005), a model is proposed to simulate the procedural knowledge of basic arith-
metic operations. The model helps teachers design an appropriate curriculum and teaching 
strategy from the records of procedure that students used to solve arithmetic problems. 
The model is used in an intelligent tutoring system that can accumulate and reproduce the 
knowledge from teachers and students and help teachers build a good learning map for 
students. Furthermore, a student model, which is built from a collection of students’ errors, 
can contribute to the design of more suitable teaching tactics.

In Wong et al. (2007), a LIM-G (learners’ initiated model for geometry) system is used to 
understand geometry word problems and help elementary school students comprehend ge-
ometry word problems, which are about the area or circumference of various shapes. After 
a student inputs a geometry problem to LIM-G, the system understands the geometry prob-
lem using prebuilt geometry knowledge and constructs a figure for the problem. Geometry 
word problems from five textbooks published by five major publishers in Taiwan were used 
to evaluate the performance of LIM-G and about 85% of the problems were comprehended 
correctly. 

In LIM-G, a cognitive knowledge base is constructed with an ontology-based knowledge 
engineering tool called InfoMap (Hsu et al., 2001), whose knowledge base includes generic 
template nodes for problem classes, problem-concept, lexical knowledge, lexicon, and so 
on. Using a template matching mechanism, InfoMap can extract the attributes and values 
of concepts in a given problem. After reviewing LIM-G and other similar studies, Mukher-
jee and Garain (2008a) point out that the methodology of natural language understanding 
technology and its application to understanding geometric problems in mathematics is ma-
ture for developing real applications. In our study, InfoMap is used to understand an input 
problem of geometry proof by extracting the geometric objects, resulting in a JSP script that 
draws the figure of the problem as a dynamic figure. The next section provides a methodol-
ogy that other researchers can follow to develop similar systems for their learning areas. 

Methodology
Applying the model of LIM-G (Wong et al., 2007), Mukherjee and Garain (2008b) imple-
mented a tool for the automatic conversion of any input text about science and engineering 
into a concept map. In Mukherjee and Garain (2011), a knowledge base called GeometryNet 
was used in interpreting the geometric meaning of an input text to draw the correspond-
ing diagram. These studies indicate the feasibility of a general approach in converting any 
input text about some subject domain, which is intended for some educational context, into 
a target output format such as JSP and concept map.

By generalizing and extending the model of LIM-G, we suggest a five-step methodology 
that researchers can adopt in automatic construction of figures of learning content in any 
subject domain (Figure 2). The first step is to construct a knowledge base (for example, to 
add geometric concepts and templates of geometric problems into InfoMap). The second 
is to adopt the basic mechanism of text understanding as shown in this article. Sometimes, 
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the researchers have to apply heuristics to improve the accuracy of text understanding. 
The third step is to analyze the output format (e.g., JavaSketchpad script and HTML). The 
fourth is to design learning activities in which learners use the content. The last step is to 
evaluate the learning effectiveness with empirical experiments. Based on the empirical re-
sults, the developer may need to add more concepts and heuristics for the first two steps. 
Then the cycle can be repeated until the researchers are satisfied. Following this method-
ology, we develop a system to convert texts of geometry problems into dynamic geometry 
figures embedded in web pages. The system architecture is described next.

System Architecture
This section describes the overall architecture and user-interface of the system for gener-
ating dynamic geometry figures from input geometry problems. There are two main com-
ponents in this system (Figure 3). The first component is the knowledge engine InfoMap. 
When a user enters a geometry problem in natural language, InfoMap analyzes the problem 
and extracts the attributes and values of the geometric concepts in the problem. This in-
formation is sent to the second component of the system, which is a script generator. This 
component generates a JSP script that draws a dynamic geometric figure of the problem 
embedded in an HTML document, which can be loaded by any web browser to display the 
dynamic geometry figure.
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Figure 4 shows a snapshot of the user-interface in a web browser. A user can input the 
geometry problem in Chinese and simple mathematical symbols in the text area at the bot-
tom. The canvas at the top displays the dynamic figure based on the system’s analysis of 
the input problem. The figure is drawn with a JavaSketchpad script embedded in an HTML 
document.
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InfoMap
InfoMap is a knowledge engineering tool provided by the Intelligent Agent System Lab, 
Institute of Information Science, Academia Sinica. InfoMap is an ontology-based system 
for knowledge representation and template matching (Hsu et al., 2001). InfoMap works as 
an agent by understanding texts in any domain and can answer questions about them if the 
needed domain knowledge is provided. In order to use the tool for this study, we must first 
build the basic knowledge for geometry problems.

Figure 5. Inquiring a knowledge base of InfoMap.

In a knowledge base in InfoMap, nodes represent geometry concepts and each template of 
a node specifies the syntax of a sentence that involves the concept of the node. Templates 
are matched to input sentences in order to extract the concepts from the sentences. Figure 
5 shows a tool for getting information from the knowledge base of InfoMap. Before the 
system can parse an input sentence, the system must load a knowledge base of geometry 
concepts in InfoMap. A user first inputs a sentence in the text area at the top. Then InfoMap 
triggers the templates that match the input problem, the parent nodes of the templates and 
the referenced nodes, extracting these nodes and their contents. Users can see the details of 
the knowledge base and the triggered nodes, which are colored in red (Figure 5).

Knowledge Base of Geometric Concepts
Before InfoMap can perform the understanding task, we need to build a knowledge base of 
geometry concepts first. Figure 6 shows part of the knowledge base, which includes many 
concepts (e.g., midpoint, pedal point, intersection, triangle, isosceles triangle, regular tri-
angle, parallelogram, parallel line, point on line). In this study, we have built more than 50 
nodes of geometric concepts. We can always add more concepts when needed.
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In a knowledge base, a concept node is also a knowledge frame, which includes a rule node 
and two attribute nodes. The rule node generally includes multiple templates, which de-
scribe the syntax of possible sentences about the concept. The HAS-PART node specifies 
the component nodes that make up the concept. The component nodes can store the con-
cepts and their names which are extracted from an input sentence. For example, the con-
tent of midpoint has two components, midpoint and line1 (Figure 6). The former compo-
nent refers to the midpoint of the latter component line1.

Take midpoint as an example, when the user inputs a Chinese sentence meaning “Point A is 
the midpoint of segment BC” or “A is the midpoint of BC”. The sentence is matched against 
the InfoMap template of midpoint, and the node “midpoint” is triggered. InfoMap will ex-
tract the component concepts of midpoint A and segment BC and then label the component 
“midpoint” as “A” and component “line1” as “BC”. Table 1 shows the input sentence and its 
matched result. The templates in InfoMap are quite flexible in matching synonyms, extra-
neous words, and optional words. The construction of the templates is a time-consuming 
knowledge engineering task.

Table 1 

Result of Concept Matching for Midpoint

Input sentence Concept node Lexical node

“Point A is the midpoint of segment BC”

or

“A is the midpoint of BC”

midpoint 1 midpoint=A

2 line1=BC



Drawing Dynamic Geometry Figures Online with Natural Language for Junior High School Geometry
Wong, Yin, and Yang

Vol 13 | No 5			   Research Articles	   December 2012 136

Consider the template for matching sentences about midpoint for example. The template 
for an equivalent English sentence is “(Point) [[Letter]] is (the) midpoint (of) (segment) 
[[Letter]]”. So the sentences “Point A is the midpoint of segment BC” (sentence 1) and “A is 
the midpoint of BC” (sentence 2) both match the template of the “midpoint” concept. The 
matched results are shown in Tables 2 and 3. The label “NULL” means the word is missing.

Table 2 

Result of Template Matching for Sentence 1

Geometry proof de-
scription

Point A is the midpoint of
seg-
ment

BC

Template
(Point) [Letter] is (the) midpoint of

seg-
ment

[[Letter]]

Table 3

Result of Template Matching for Sentence 2

Geometry proof de-
scription

NULL A is the midpoint of NULL BC

Template
(Point) [Letter] is (the) midpoint of

seg-
ment

[[Letter]]

JavaSketchpad
JavaSketchpad (JSP, http://www.keypress.com/sketchpad/java_gsp/) is a computer 
program with which authors publish dynamic geometry figures as a Java applet embed-
ded in an HTML file so that users can interact with the figures with a web browser. The 
Geometer’s Sketchpad (GSP), on which JSP is based, is a DGE that can run on personal 
computers. Instructors can publish interactive, dynamic geometry content in learning ac-
tivities so that students can participate over the Internet. GSP supports the web solution 
by publishing an HTML document embedding a Java applet containing the JavaSketch-
pad script into the document between the tags <body> and </body> with ordinal label {1} 
to {12} (Figure 7). The Java applet displays a dynamic geometry figure with the JSP code 
on a browser (Figure 8).
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Text Understanding
There are two different methods for parsing an input geometry problem text. The first 
method parses all sentences of a text at a time (Wong et al., 2007). This method is not 
flexible as it requires templates that cover all possible combinations of the sentences in the 
text. A better method is to parse one sentence at a time and then integrate the results for 
all sentences. We call this method sequential parses, in contrast to the single parse of an 
entire text in Wong et al. (2008). Consider the following problem: “Consider parallelogram 
ABCD. The point E is the midpoint of segment AB. F is the midpoint of segment CD. Prove 
the length of segment DE is equal to the length of segment FB.”

This text is segmented into four sentences. Each sentence is matched in InfoMap and the 
concepts of the sentences are extracted and mapped to JavaSketchpad statements, which 
are then generated. One problem occurs if the referenced object is not explicitly mentioned 
in the preceding sentences. For example, the second sentence mentions segment AB, which 
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is not mentioned in the first sentence explicitly. Rather, the segment AB is implied by the 
parallelogram ABCD mentioned in the first sentence. The next section explains how this 
problem is solved by the creation of geometric objects with JavaSketchpad statements.

Generation of a JavaSketchpad Script
The system needs to map the concepts of a sentence into one or more JavaSketchpad (JSP) 
statements to draw the concepts. The example which was described in the previous sec-
tion, parallelogram ABCD, is mapped to the JSP statements in Figure 7. Since there is no 
parallelogram statement in JSP, the parallelogram is drawn by generating two points A and 
B, translating them with same displacement to get points C and D. Then the connection of 
each pair of points produces four segments AB, BC, CD, and DA. It is important to generate 
the segments AB and CD from the first sentence of the problem as both segments are refer-
enced later by the second and third sentences respectively. Then, point E is created as the 
midpoint of segment AB in the second sentence, and point F is created as the midpoint of 
segment CD in the third sentence. In the last sentence of the problem, point E is referenced 
implicitly by the segment DE and point F is referenced implicitly by the segment FB. The 
final JSP script generated from the input text is shown in Figure 7 and the corresponding 
dynamic geometry figure is shown in Figure 8.

JavaSketchpad cannot draw some basic geometric objects directly, such as equilateral tri-
angle, isosceles triangle, trapezoid, parallelogram, angle bisector, and arc. JavaSketchpad 
also cannot use some functions of GSP, such as step-by-step button, function graph, point 
of nonbasic geometric object, iteration, and the text area for input/output. To address this 
problem, we provide the scripts of some concepts with compass and straightedge construc-
tions. These additional functions help to increase the number of problems that the system 
can handle. The following is an example of how to construct an angle bisector in JavaS-
ketchpad:

Function Make-AngleBisector(String angle(BAC)) return String

Circle middle-Circle = Draw-JSPCircle(Get-Vertex(A));

Point intersect1(D) = JSP-Intersect(line1(AB), middle-Circle);

Point intersect2(E) = JSP-Intersect(line2(AC), middle-Circle);

Circle intersect1-Circle(X)= Draw-JSPCircle(intersect1(D), line3(AD));

Circle intersect2-Circle(Y)= Draw-JSPCircle(intersect2(E), line3(AD));

Point hiddenNode(H)= JSP-Intersect(intersect1-Circle(X), intersect2-Circle(Y));

Segment angle-bisector = JSP-Segment(Get-Vertex(A), hiddenNode(H));

return angle-bisector
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Figure 9 shows the details of drawing an angle bisector. First, a circle is drawn with center 
A, intersecting AB at point D and AC at point E. Then a circle is drawn with center D and 
radius AD while another circle is drawn with center E and radius AE. These two circles in-
tersect at point H as well as at A. Then AH bisects angle BAC.

Heuristic to Increase Correctness Rate: Reverse Understanding
A previous section shows JavaSketchpad has some limitations in constructing geometric 
objects. For example, the condition of two line segments equal in length or that of two 
angles equal in measure occurs in many geometry problems but these conditions cannot be 
constructed by JSP. Consider a typical problem: “Consider quadrilateral ABCD, line seg-
ments AB and CD are equal in length and so are line segments AD and BC. Prove the quad-
rilateral ABCD is a parallelogram.” In this example, the system will draw a quadrilateral 
ABCD. The system also extracts two segments AB and CD with equal length as well as two 
segments AD and BC. But there is no way of specifying the condition of two segments equal 
in length in JavaSketchpad.

In order to solve problems of this kind, we have analyzed geometry problems in junior high 
schools in Taiwan. About 10% of problems describe the necessary and sufficient condi-
tions of a theorem and then ask students to prove the theorem. With a forward approach, 
the system will usually fail to draw the correct figure since the necessary and sufficient 
conditions are often complicated and the system may produce erroneous statements in Ja-
vaSketchpad. Fortunately, if the system skips the necessary and sufficient conditions and 
analyzes the goal condition directly, the system can draw the correct figure, resulting in a 
10% increase of correctness. 

This heuristic is called reverse understanding. Consider again an earlier example about a 
parallelogram. Figure 10 shows the process of reverse understanding. In processing the 
first condition of AB and CD with equal length, the system fails to find any statement to 
specify the condition. Then the system also fails to find any instruction to specify the sec-
ond condition of AD and BC with equal length. Finally, the system finds that parallelogram 
ABCD is the goal to be proved. Since the system has a script to draw a parallelogram, this 
goal condition can be specified as a JavaSketchpad script. Moreover, this goal condition 
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entails the first and second condition. This reverse understanding is effective in drawing the 
figures of some problems, despite the failure of the default forward understanding method.

Evaluation Results and Discussion
In order to evaluate the correctness rate of this drawing system, we tested the system with 
problems from textbooks by three publishers, namely NanYi, ChienHong, and KangHsu-
an. In order to keep the knowledge base within a reasonable size for this study, we chose 
problems involving only quadrilaterals or triangles. In geometry textbooks for junior high 
school, there are many geometry problems about quadrilaterals and triangles. In the se-
lected textbooks, there were 61 geometry problems, including 34 on quadrilaterals and 27 
on triangles. If a problem involving a circle is inputted to the system, the system will not 
understand the problem correctly because the circle concept is not included in the knowl-
edge base. This is a restriction of concept coverage by the system.

After analyzing all the geometric problems in natural language, the system produced Java-
Sketchpad scripts and constructed dynamic figures as web pages. Then the correctness of 
the produced dynamic figures was judged manually. Table 4 summarizes the evaluation re-
sults of the system. The correctness rates were 92% and 89% for 34 quadrilateral problems 
and 24 triangle problems respectively. The overall correctness rate was 90%.
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Table 4

Empirical Results of Correctness

Type Quadrilaterals Triangles Total 

Correct 31 24 55

Incorrect 3 3 6

Total 34 27 61

Rate of correctness 92% 89% 90%

Before adopting text analysis with sequential parses, prebuilt scripts, and reverse under-
standing, the system achieved a 77% correctness rate of figure drawing with the method 
of Wong et al. (2008). In this study, the proposed methods increased the correctness rate 
from 77% to 90%. After analyzing the geometry problems whose figures cannot be gener-
ated from the input texts, we found two reasons to account for the 10% failure rate. First, 
JavaSketchpad can not specify two line segments with lengths in a given ratio. Second, for 
texts accompanied by figures, some texts do not explicitly state conditions that are obvious 
in the figures. As a result, there is no way to draw correct figures by processing the texts with 
missing information.

Consider the input text “Given equilateral triangles ADE and ABC. Prove line segments 
BD and CE are equal” accompanied by the figure in Figure 11. While the figure shows that 
points B, C, D are collinear, this condition is not stated in the input text. Naturally, the 
system cannot draw a correct figure by analyzing the text alone. In order to increase the cor-
rectness rate, we can prebuild more concept scripts to make up for the limited vocabulary of 
JavaSketchpad. To solve the missing information problem, we must rewrite the input text 
by adding the missing conditions from the accompanied figure.
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Conclusion
Building upon the results of previous studies (Wong et al., 2007; Mukherjee & Garain, 
2008a, 2008b, 2011), we propose a methodology of converting input texts about domain 
concepts into a target output format such as JavaSketchpad and concept map. The meth-
odology is illustrated by the construction of a system that automatically produces dynamic 
geometry figures from input geometry problems. A dynamic geometry environment such 
as Geometer’s Sketchpad is recognized as a tool with great potential educational value. In 
a DGE, students can observe invariant conditions, among other changing conditions, un-
der given premises. Unfortunately, it can be difficult for instructors and students to use 
tools in a DGE to construct dynamic figures. We propose to address this problem by draw-
ing dynamic figures automatically from input problem texts. A system was built for this 
purpose, using a knowledge base of basic geometric concepts and a knowledge inference 
engine, InfoMap, to translate problem texts into JavaSketchpad scripts. A JavaSketchpad 
script embedded in an HTML document can be viewed by a browser on the Internet. Em-
pirical experiments indicated that about 90% of problems from textbooks for junior high 
school could be analyzed correctly to produce dynamic figures. With such high accuracy, 
real learning activities can be designed to use the learning content generated by the system.

Mukherjee and Garain (2008a) indicate that the method of natural language understand-
ing in Wong et al. (2007, 2008) is a mature technology that can analyze simple text prob-
lems of areas and perimeters for elementary schools. By improving the original method, 
this study increased the correctness rate from 77% to 90%. The most significant improve-
ment in the new system is the approach of text analysis with integration of parsing results 
from sequential sentences, while the original method parsed an entire text as one very long 
sentence. This was possible because the text problems of areas and perimeters in elementa-
ry school were simpler than geometry proof problems, and the complicated rule templates 
of the knowledge base for these simpler problems could still be constructed manually. In 
addition, the heuristics of reverse understanding and prebuilt scripts of geometric concepts 
derived with compass and straightedge construction also contribute to the increase in cor-
rectness rate.

Future Work
The dynamic geometry figures generated by our system were used in two follow-up em-
pirical studies. In one study, students were asked to make conjectures they could find in 
some dynamic geometry figures produced by our system (Figure 12). In another study, 
students were asked to prove theorems with the resources of the corresponding dynamic 
geometry figures (Figure 13). The empirical results of these studies would indicate the 
utility value of our system in generating practical and usable geometry content for edu-
cational purposes.

At the beginning of this article, we also claim that the system can support instructors who 
want to learn JSP in constructing dynamic geometry content. In another follow-up study, 
we could design a distance learning environment for learners of JSP. Activities of writing 
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JSP codes would be designed for these learners, who could then solve their problems by 
inputting their hand-picked geometry problems as natural language texts and receive cor-
responding JSP codes from the system. Empirical experiments are needed to evaluate the 
effectiveness of this approach based on a learner’s initiative.
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A Semi-Automatic Approach to Construct Vietnamese
Ontology from Online Text

Abstract
An ontology is an effective formal representation of knowledge used commonly in artifi-
cial intelligence, semantic web, software engineering, and information retrieval. In open 
and distance learning, ontologies are used as knowledge bases for e-learning supplements, 
educational recommenders, and question answering systems that support students with 
much needed resources. In such systems, ontology construction is one of the most impor-
tant phases. Since there are abundant documents on the Internet, useful learning materials 
can be acquired openly with the use of an ontology.  However, due to the lack of system 
support for ontology construction, it is difficult to construct self-instructional materials for 
Vietnamese people. In general, the cost of manual acquisition of ontologies from domain 
documents and expert knowledge is too high. Therefore, we present a support system for 
Vietnamese ontology construction using pattern-based mechanisms to discover Vietnam-
ese concepts and conceptual relations from Vietnamese text documents. In this system, 
we use the combination of statistics-based, data mining, and Vietnamese natural language 
processing methods to develop concept and conceptual relation extraction algorithms to 
discover knowledge from Vietnamese text documents. From the experiments, we show that 
our approach provides a feasible solution to build Vietnamese ontologies used for support-
ing systems in education.

Keywords: Ontology; concept discovery; conceptual relation; text mining; lexical pattern; 
natural language processing
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Introduction
An ontology is a formal, explicit specification of a shared conceptualization (Noy &  Mc-
Guinness, 2001). Ontologies that belong to a specific domain are constructed from knowl-
edge about domain concepts, their properties and instances, and the conceptual relations 
between them. In recent years, many semantic-based intelligent systems such as searching 
systems, recommender systems, and question answering systems have used ontologies as 
their knowledge bases. In education and e-learning, many researchers have built learning 
support systems that take advantage of ontologies. Li and Rui (2005) proposed a novel way 
to organize learning content into small “atomic” units called learning objects and system-
ized them together with their ontology into knowledge bases used for a recommendation 
mechanism. Ana et al. (2009) built a recommender system in which a domain ontologi-
cal model is presented as support to Venezuelan students’ decision making for study op-
portunities. Saman et al. (2012) developed a knowledge-based and personalized e-learning 
recommendation system based on ontology to improve the quality of an e-learning system. 
These ontologies were constructed manually by using expert knowledge obtained from 
many resources and documents.

Due to their availability and abundance, text documents are one of the most popular types 
of knowledge sources for experts to construct their domain ontologies. Many research stud-
ies have been done on text mining and ontology construction using concept/entity extrac-
tion and conceptual relation discovery. Text mining is a subsection of data mining which 
could discover useful and hidden patterns or information from text. It has been used widely 
in many fields such as information retrieval, linguistics, knowledge engineering, and bioin-
formatics. Among text mining tasks, concept/entity extraction (concept mining) is applied 
extensively in many applications such as document summarization, question answer sys-
tems, taxonomy construction, and ontology construction. Most concept mining methods 
are based on linguistic rules, statistics, or a combination of both (Zhou & Wang, 2010). 
Other research studies also use frequent pattern mining and association rule mining for 
discovering concepts and conceptual relations from text (Maedche & Staab, 2000, 2001; 
Zhou & Wang, 2010; Chen, Zhang, Li, & Li, 2005).

Ontology construction requires efforts to uncover and organize relevant domain knowledge 
in a suitable structure according to the purpose of the ontology’s usage. This can be done 
manually or by using automatic or semi-automatic methods, in which learning methods 
and knowledge engineering are applied to extract concepts and conceptual relations from 
domain documents.

In manual construction approaches, domain experts play an essential role. Many tasks are 
done by these experts: covering domain terms (concepts), defining classes and class hierar-
chies, creating class slots (properties), filling slot values, and generating instances (Noy & 
McGuinness, 2001). Since every task is executed and verified by humans, the constructed 
ontologies tend to have a high level of accurate, reasonable, and adequate context. How-
ever, it requires a large amount of human effort and time, especially for large-scale domains 
such as the semantic web.
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By contrast, fully automatic ontology construction methods try to learn and extract knowl-
edge from domain documents without human supervision. For instance, Christian and 
Alfonso introduced an automatic ontology construction using bibliographic information 
(Blaschke & Valencia, 2002). Maedche and Staab presented an ontology learning frame-
work from the semantic web through ontology import, extraction, pruning, refinement, and 
evaluation mechanisms (Maedche & Staab, 2001).  Lee et al. (2007) presented an episode-
based ontology construction mechanism from text documents and used a fuzzy inference 
mechanism for Chinese text ontology learning. Unfortunately, these methods are usually 
difficult to implement and limited in specific domains since many domain-specific deci-
sions must be made to adequately specify the domain of interest (Jaimes & Smith, 2003). 
In addition, learning the knowledge base from unconstructed data is cognitive work that 
needs many supporting studies, and the concept hierarchy acquisition is one of the largest 
challenges. 

Summarizing the above approaches, a semi-automatic ontology construction method is the 
most common approach in which information extraction techniques are used under the 
supervision of humans. Such methods include the learning modules to extract concepts and 
conceptual relations from domain documents. They require expert knowledge to verify the 
obtained information and decide which information should be included in the ontology. 
In English, many frameworks and plugins have been built to help users construct ontolo-
gies semi-automatically. For example, TextToOnto proposed by Maedche and Staab (2000) 
used generalized association rules to find out the co-occurrences between items and rela-
tions between them. OntoLT is a Protégé plugin that extracts concepts and relations from 
annotated documents for ontology construction. 

Typically, taxonomy is needed in ontology acquisition tasks to construct the concept hier-
archical structure of the ontology. In English, taxonomy-based approaches often use Word-
Net as a super taxonomy to determine the conceptual relations between concepts. In Chi-
nese, HowNet has been used with the same role. When taxonomies are not available (or for 
other reasons), a nontaxonomy approach is considered using learning algorithms (e.g., Lee, 
Kao, Kuo, & Wang, 2007; Maedche & Staab, 2001; Blaschke & Valencia, 2002). 

To extract candidate terms, the well-known statistical measurement TF-IDF can be used 
(Lee, Kao, Kuo, & Wang, 2007; Zheng, Dou, Wu & Li, 2007). Association rules or frequent 
patterns are mined to discover the co-occurrences and semantic relations between terms 
(Maedche & Staab, 2000, 2001; Zheng, Dou, Wu, & Li, 2007). Linguistic rules were also 
used in research (e.g., Zhou & Wang, 2010; Chen, Zhang, Li, & Li, 2005) in which pre-
defined lexical patterns were used to extract candidate concepts by a bootstrapping mecha-
nism. In Vietnamese, Nguyen and Phan (2009) proposed a hybrid approach which com-
bines lexical rule-based and ontology-based methods to extract key terms and phrases from 
Vietnamese text.

In this research, we propose a semi-automatic approach to extract concepts and conceptual 
relations from Vietnamese text documents by using a combination of text mining tech-
niques and statistics-based methods. Concepts will be discovered not only based on the TF-
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IDF measure but also by applying lexical patterns and association rules mining. The reason 
to use a combination of various techniques is shown in Table 1. We also aim to compare 
the performance of various concept discovery algorithms and the combination of them to 
determine the best extracting approach for Vietnamese text documents.

Table 1

Comparison of Used Techniques

Techniques Based on Weaknesses

Statistics-based Importance of terms – TFIDF 

Co-occurrences of terms in docu-
ments

Association rules

Easily affected by noises

Does not consider semantic aspect of 
documents

Lexical rule-based Predefined linguistic rules Hard to build a complete rule set cov-
ering all language cases

Combination of statistics-
based and lexical rule-
based

Taking into account both statistics 
and linguistic characteristics of terms.

Proposed Method
In this section, we present our proposed system, called Vietnamese Text To Ontology, or 
ViText2Onto, along with learning techniques to discover concepts and conceptual relations 
from Vietnamese text documents. Our contribution can be stated as follows: Given a set 
of Vietnamese text documents in a specific domain, our system can support the user to 
construct an ontology using a semi-automatic approach. The resulting ontology contains 
concepts and instances organized in an appropriate hierarchy. 

System Architecture
To construct an ontology, domain knowledge must be discovered and organized in a con-
ceptual hierarchical structure. ViText2Onto employs a semi-automatic approach where 
discovery methods are used in combination with human supervision. From this perspec-
tive, an interactive mechanism is established between the system and users where the con-
struction process is iterative and cyclic. After each iteration, the conceptual hierarchy is ex-
tended and verified by users such that the users can incrementally discover more concepts 
and relations based on the assessed concepts. The system architecture is shown in Figure 1, 
which includes the following components.
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Figure 1. System architecture.

(1) A Vietnamese natural language processing module is used to make the Vietnamese text 
documents ready for extraction algorithms. It is a set of Vietnamese processing tools to 
perform tokenizing, part of speech tagging (POSTagging), and chunking. The output of this 
module is annotated documents being stored in text files. A small convertor is created to 
read these files and converts them into a compatible format that can be used by GATE. 

(2) A learning and discovering component is used for extracting concepts and conceptual 
relations from annotated documents. We use various learning and discovering algorithms, 
including pattern-based, statistics-based, and association-based approaches. To imple-
ment pattern-based learning, we use JAPE (Java Annotation Pattern Engine) which is an 
element of the GATE framework. JAPE provides finite state transduction over annotations 
that let us extract predefined patterns based on rules written in a specific grammar.  

(3) Lexical patterns contain lexical rules written using JAPE grammar which are used for 
pattern-based learning. They are constructed based on Vietnamese syntactic rules. Apply-
ing these rules on the corpus using JAPE, we can extract concepts and conceptual relations 
from the matched patterns.

Vietnamese Language Processing
We use Vietnamese language processing tools provided by the project of Building Basic Re-
sources and Tools for Vietnamese Language and Speech Processing (VLSP) for preprocess-
ing Vietnamese textual corpora. The processing components have the following features.

	 Vietnamese word tokenization. 

Due to the characteristics of Vietnamese, a word might contain only one individual word 
(one morpheme) or a compound of two or more individual words (many morphemes). This 
tool identifies words and tokenizes sentences into separate tokens. Resulting tokenized 
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documents are used for further analysis tasks.

	 Vietnamese part of speech tagging (POS tagging). 

As discovered concepts are mostly nouns, proper nouns, and noun phrases, POS tags play 
an essential role in both syntactic- and semantic-based learning for ontology acquisition. 
The POS tagger uses tokenized documents as input and assigns a POS label for all tokens.

	 Vietnamese chunking. 

Chunking is used to divide each sentence into frames containing one or more words where 
each frame has a specific grammatical role in the sentence. Segmenting sentences into 
chunks helps determine grammatical roles of elements in sentences; hence, it is useful for 
learning and extracting. In our extraction rule sets, noun phrases and verb phrases are used 
as majority units of the patterns. Chunking frames are also used in association rule mining 
where phrases are used as input.

	 Stop words removing. 

There are many words having high frequencies of occurrence in Vietnamese text while they 
contribute very little to the subject of sentences. To avoid noises caused by these words, we 
apply stop word removing when computing the TF-IDF of terms. 

Learning Algorithms
In this research, the purpose of the ontology learning task is to discover concepts and con-
ceptual relations. We use a combination of lexical pattern-based, frequent sequence-based, 
and statistics-based methods to overcome some drawbacks in each of the individual meth-
ods. Figure 2 shows the model of learning and discovery components.



A Semi-Automatic Approach to Construct Vietnamese Ontology from Online Text
Nguyen and Yang

Vol 13 | No 5			   Research Articles	  December 2012 154

Figure 2. Learning model.

Overall Construction Process
The overall ontology construction process in the proposed system is illustrated in Figure 3. 
Initially, a user prepares an input corpus. Then the text files are put into the Vietnamese 
natural language processing module for tokenizing, POS tagging, and chunking. Processed 
documents are converted into the specific document format of GATE using our own conver-
tor. These Vietnamese text documents are ready for the learning process.

Firstly, candidate concepts are extracted and presented to our user interface. Note that 
users can specify the TF-IDF threshold and minimum support to the extraction algorithm. 
Concepts will be sorted in descending order by the TF-IDF score to help users select impor-
tant concepts.  At this step, users may only have a small number of concepts to select as seed 
concepts. Then a prefix-based discovery algorithm will be run to generate concept trees. 
Again, users will select relevant concepts as input to the relation extraction phrase. In this 
phrase, pattern-based and association rule-based relation extraction methods are executed. 
Matched patterns and association rules satisfying the minimum support and confidence are 
sent to the user interface in the form of a relation between a pair of concepts.
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Figure 3. Overall construction process.

Users will make the final decision to select relevant concepts and conceptual relations. The 
selected result is exported to the ontology in OWL (web ontology language) by using the 
Jena toolkit. 

In this process, expert knowledge is embedded into the ontology in two steps where con-
cepts and relations are presented to users for selection. The resulting ontology contains all 
selected concepts and relations that can be edited easily using some ontology editing tools 

such as Protégé to meet user expectations.

Concept Discovery

	 TF-IDF-based candidate term selection.

The well-known term weight TF-IDF is used to measure the importance of individual terms 
contributing to documents. Important terms, such as terms having higher TF-IDF scores, 
will be selected based on a user-defined threshold. TF-IDF of term Ti in a document dj is 
computed by the following equation:

where  is the term frequency of a term Ti in a 

document dj, nij is the number of occurrences for Ti in di, the dominator is the size of dj, and 
 is the inverse document frequency of Ti. 
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We construct a set STFIDF of candidate terms whose TF-IDF values exceed the threshold δ: 

where ti refers to one term in the documents.

	 Lexical pattern-based candidate term and phrase selection.

TF-IDF can be used to select important individual terms. However, a Vietnamese concept 
often consists of multiple terms. To discover multiple-term concepts, a lexical pattern-
based approach is used. We built a set of lexical rules based on JAPE grammar to discover 
proper nouns and noun phrases. Input sentences are processed by the finite state trans-
ducer provided by JAPE, in which matched patterns will be discovered and annotated. 

According to Vietnamese grammatical characteristics, the following patterns can be used 
for noun phrase and proper noun identification: 

Noun+  Noun 

Noun*  (Noun | ProperNoun)  (Adj | Noun)*

Noun+  Verb  (Adj | Noun)+   

Noun*  ProperNoun+  Number 

where “|” means or, “+” means one or more occurrences, and “*” means  zero or more oc-
currences. The last pattern listed above is used for identifying proper nouns which end with 
a number, such as Windows Mobile 6.0 and iPhone 4.

Here is an example of a noun phrase: [Công ty]N[trách nhiệm]N[hữu hạn]Adj [VinaCom]NP,( 
means [Limited]Adj [Company]N [VinaCom]NP).

Applying these patterns to the input documents using GATE, we obtain a list of candidate 
noun phrases and proper nouns SP. 

	 Sequential pattern mining.

Lexical pattern-based learning is practical and appropriate for deep knowledge discovery, 
but the competence of its results depends strongly on the completeness of the set of lexical 
rules. To overcome this weakness, we adopt the advantages of frequent sequence mining in 
natural language. Based on the assumption that a concept might be a phrase or a part of a 
phrase in which element words usually appear in fixed orders, we consider a concept as a 
sequence of ordered words. Concepts might be obtained by mining frequent sequential pat-
terns from the documents where each noun phrase is considered as a transaction. 

In our research, we use segmented sentences with chunking labels as input for sequen-
tial pattern mining. As the input sentences are segmented into frames which have specific 
grammatical roles, a concept often belongs to only one frame. We consider each frame as 
a sequence and each word as an item. By mining frequent sequences we can obtain word 
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sequences that frequently occur together in a frame, and, hence, they can become candidate 
concepts. For example:

•	 Input: Điện thoại Iphone 4 màu trắng chưa được sản xuất

•	 Meaning: White Iphone 4 has not been produced yet

•	 Chunks: [Điện thoại Iphone 4 màu trắng]NP [chưa được sản xuất]VP 

Assuming that one of the frequent sequences is “Iphone 4,” we can see the candidate 
concept completely belongs to the chunk [Điện thoại Iphone 4 màu trắng]NP. 

After the mining stage, we only use maximal frequent sequences as candidate phrases. The 
set of frequent sequences is denoted by SF. 

	 Concept identification.

By executing the above candidate concept discovery processes, we develop a list of can-
didate terms and phrases for concept identification. We need a filter mechanism to select 
relevant concepts for the ontology. The filter algorithm aims to merge three sets of candi-
dates into a unique set of concepts, in which the candidates with lower TF-IDF scores are 
removed. The steps of concept identification algorithm are shown in Figure 4.

Conceptual Relation Discovery
In this phase, we use the combination of pattern-based and association-based learning to 
discover the relation between concepts. Using lexical rules in conceptual relation discovery 



A Semi-Automatic Approach to Construct Vietnamese Ontology from Online Text
Nguyen and Yang

Vol 13 | No 5			   Research Articles	  December 2012 158

has high reliability since lexical rules were predefined by humans based on linguistic rules; 
however, predefined grammatical rules may not cover all cases of language usage. We use 
the advantage of association rule mining to overcome this weakness, in which relations be-
tween concepts are mined without considering the semantic aspect of sentences.

	 Lexical pattern-based conceptual relation discovery.

In this process, we take into account the semantic relations between elements in sentences, 
as used by Nguyen and Phan (2009). According to Vietnamese grammatical characteristics, 
some rules of relations between nouns or noun phrases are as follows:

•	 Rule 1: {Noun phrase A} “là một” {Noun phrase B} --> A is a B

•	 Rule 2: {Noun phrase A} {Proper noun B} --> B is an instance of A

•	 Rule 3: {Noun phrase A} “có” {Noun phrase B} --> A has a B

•	 Rule 4: {Noun phrase A} “của” {Noun phrase B} --> B has an A

•	 Rule 5: {Noun phrase A} “thuộc” {Noun phrase B} --> A is a subclass of B

•	 Rule 6: {Noun phrase A} “bao gồm” {Noun phrase B},{Noun phrase C} --> B and C 
belong to A

•	 Rule 7: {Noun phrase A} (“và” | “hoặc”) {Noun phrase B} --> A (and | or) B 

Based on these rules, we build a set of extraction rules using JAPE grammar. When the 
matching process is invoked, matched concept pairs and the relations between them will 
be discovered. In this research, we focus on finding subsumption relations and instances 
of concepts. The set of lexical rules contains many language usage cases that imply isA and 
hasA relations. Building a complete set of rules is not feasible; however, the rule sets can be 
enriched in further study. 

Heuristic for Concept and Conceptual Relation Discovery

	 Context implication.

If A is a concept and B appears with A in the context {A} (“và” | “hoặc”) {B}, we can infer 
that 1) B is also a concept and 2) A and B have the same level of abstraction. For example:

•	 Điện thoại HTC Hero và Motorola Milestone đều được cài đặt hệ điều hành Android 

2.1.

•	 Both HTC Hero and Motorola Milestone are installed with the operating system 

Android 2.1.

In this context, if we already know HTC Hero is a concept being recognized as a kind of 
mobile phone, we can easily infer that Motorola Milestone is also a kind of mobile phone.
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	 Incremental learning. 

Obviously, each domain has some cornerstone concepts, said seed concepts, which occur 
in many documents within the corpus. The learning phase should start from these seed 
concepts to discover concepts at a lower level of abstraction and repeat the process in an 
incremental manner.

For example, in the domain of mobile phone, we can start by some commonly used con-
cepts such as mobile phone, keyboard, screen, and operating system. Based on Vietnamese 
characteristics, a child-concept often begins with its parent-concepts. We define the prefix-
based concept and conceptual relation discovery algorithm below: 

Given a concept Cseed  as the seed concept selected by a user, if a concept Ci begins with Cseed, 
Ci might also be a relevant concept that should be selected by the user and Ci is a child-
concept of Cseed (in the ontology, Ci becomes a subclass of the class Cseed). 

By executing this algorithm on seed concepts, we can incrementally obtain a tree of con-
cepts. This tree can be used as a part of the concept hierarchy for the ontology containing 
“isA” relations between child-concepts and its parents. An example of using this approach 
is shown in Table 2.

Table 2

An Example of Child-Concepts Generalization using Seed Concepts and Prefix-Based Con-
cept Discovery Algorithm

Seed 
concepts

1_child concepts 2_child concepts Meaning

màn hình screen

màn hình cảm ứng      touch screen

màn hình cảm ứng điện trở              resistive touch sceen

màn hình cảm ứng điện dung capacitive touch screen

bàn phím keyboard

bàn phím QWERTY       QWERTY keyboard

bàn phím cảm ứng        touch keyboard

	 Learning from instance.
			 
Typically, a class name rarely co-occurs with its subclasses or its properties in a sentence. 
Instead, instances of that class usually appear together with its related concepts. For ex-
ample:

•	 HTC Hero được trang bị màn hình cảm ứng điện dung 4.3 inchesvà bộ nhớ trong 

1.5GB.
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•	 HTC Hero is equipped with a capacitive touch screen 4.3 inches and internal 

memory 1.5GB.  

If we already know the class of the instance, we generalize the abstraction of the instance by 
replacing it with its class and obtain the relation between the class and discovered concepts. 
In this example, mobile phone will have a “hasA” relation with screen and internal memory.

Association Rule-Based Conceptual Relation Discovery
Frequent sequential pattern mining can help in cases when lexical patterns cannot be ap-
plied. We use association rule mining to find hidden (anonymous) relations between con-
cepts by taking into account their co-occurrence in contexts, both on a sentence level and 
document level.

An association rule reflects an implication between its two sides. Let T = {ti | i = 1, 2,…, 
n} denotes a set of transactions, where each transaction is a list of items. I = {i1, i2, ..., im} 
denotes a list of items. An association rule of “A implies B” states that A associates with B, 
where A and B belong to I, and the intersection of A and B is empty. A rule “A implies B” 
indicates that the appearance of A is followed by the appearance of B with an acceptable 
probability. The reliability of a rule is expressed by two measures support and confidence. 

That is, support is the probability to see both A and B appear in the same transaction while 
confidence is the probability to see the consequence B when the antecedent A appears in a 
transaction. 

At the sentence level, we aim to find concept pairs that often appear together in a sentence. 
We consider each sentence as a transaction where each term is an item. If a concept is dis-
covered in a sentence, terms that belong to the concept will be merged into one item. The 
result of the association rule mining stage will be in a pair of concepts (CA, CB) with support 
and confidence exceeding predefined thresholds. Nevertheless, we also want to find the 
verb that connects these two concepts and the result is in the form of (CA, CB, Verbcon). 

At the document level, we consider each sentence as a transaction where items are concepts 
that appear in it. The assumption under this mining stage is that two concepts occurring in 
different sentences may have a relation between them. The results are concept pairs of (CX, 
CY) that may not co-occur in one sentence. Results of association rule mining, both at the 
sentence level and document level, are presented to users as pairs of concepts. Users will 
make their own judgment on the final selection.
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Experimental Results
To evaluate the performance of our work, we built a real Vietnamese ontology for the mo-
bile phone domain as a base for comparison, which is called reference ontology, OR. It was 
manually built by using the source documents from the online technical specifications of 
various smartphones like iPhone, HTC Hero, Motorola Milestone, Samsung Galaxy, and so 
on. 

Applying our semi-automatic approach to build an ontology, called computer learned on-
tology OC, we used Vietnamese news on many kinds of mobile phones from 2009 to 2010 as 
the corpus. The corpus includes about 500 news articles from Vietnamese Web sites cover-
ing such topics as the arrival of new phones, comparisons of various phones, sharing phone 
usage experiences, symptoms of phone problems, and their advantages and disadvantages. 
To obtain the input corpus, we used a crawler to download the entire subfolders of three 
source Web sites. Web pages published before 2009 were not included. Then we manually 
selected HTML pages that contain well-known phone brands such as iPhone, Nokia, HTC, 
Samsung, Motorola, Acer, and Sony Ericsson. The final collection of the HTML pages was 
used as input documents. 

Firstly, we used HTMLParser to extract contents from the HTML files to generate text files. 
The text files were tokenized, POS tagged, and segmented using Vietnamese processing 
tools: vnToolkit and VLSP tools. To make the Vietnamese text documents suitable for con-
cept extraction with GATE, we developed a convertor to convert them into annotated docu-
ments that can be used by GATE. The annotation sets contain POS labels and chunk labels 
of tokens.

We constructed a set of Vietnamese lexical rules using JAPE grammar for pattern-based 
discovery. PrefixSpan is used for mining frequent sequential patterns and association rule-
based discovery. The pattern concept extraction is executed by GATE transducer based on 
a set of lexical patterns. Results of this stage are recorded as annotations in the annotation 
set of the documents to be used as input for conceptual relation extraction. The final results 
of concept set and conceptual relation set are proposed to the users for manual selection. 
Selected objects and relations are exported to OWL model by Jena toolkit. 

Finally, to evaluate the performance of concept discovery algorithms, we compute the term 
precision and term recall scores on the comparison between the ontologies OC and OR. To 
evaluate how well relations were learned, we used the measures of taxonomic precision and 
taxonomic recall. These scores were acquired by comparing the concept hierarchies of the 
two ontologies based on their position of common concepts.

Evaluation of Concept Extraction
We adopted the most commonly used measurements for information retrieval, term preci-
sion and term recall, to measure the performance of concept extraction methods. These 
measures are computed based on the overlap between the set of concepts in the reference 
ontology OR and the computer learned ontology OC. Let ST be the term set of the reference 
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ontology and T be the term set discovered by our method. We have:

We also use Fb-measure with the same weights of precision and recall to measure the over-
all performance, where Fb-measure is computed by:

Here b is recall weight against precision weight. Since the purpose of our system is extract-
ing and presenting as many materials as possible to users, we select F2 which weights recall 
twice as much as precision due to the requirement on the completeness of the constructed 
ontology. This weight means that the more extracted concepts satisfying user requirements, 
the better result we will get.  

In order to examine the scalability of the system, we tested the extraction performance with 
various corpus sizes. We divided the set of documents into five subsets as listed in Table 3. 
There are one large dataset, two small datasets, and two medium datasets. 

Table 3

Description of Test Document Sets

Number of files Total size Number of contained concepts

Subset1 195 1.37 MB 1412

Subset2 28 249 KB 489

Subset3 34 214 KB 340

Subset4 62 768 KB 696

Subset5 60 628 KB 746

In our system, we use two parameters TF-IDF threshold b and minimum support m of fre-
quent sequence mining to drive learning algorithms. Originally, when both two parameters 
are set as zero, only lexical pattern-based concept extraction algorithm is executed. By in-
creasing the TF-IDF threshold value or minimum support score, extracted concepts will be 
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filtered by the corresponding parameter. These adjustments affect the number of extracted 
concepts. The higher the parameter values are set, the fewer the number of concepts that 
will be extracted. According to the size of the constructed ontology, users can adjust these 
parameters to increase or decrease the size of the set of concepts.    

Table 4 presents our results in detail, where δ is the TF-IDF threshold, M is the minimum 
support, T is the number of extracted concepts, STÇT is the number of relevant extracted 
concepts, P is the precision value, R is the recall value, and F is the F2-measure value. 

Table 4

The Performance of Concept Extraction 

  δ M T STÇT P R F δ M T STÇT P R F 
S1

0 1

4888 1394 0.29 0.99 0.67

0.01 1

4844 1384 0.28 0.98 0.65

S2 1270 489 0.40 1.00 0.77 1042 444 0.43 0.91 0.74

S3 819 340 0.42 1.00 0.78 767 322 0.42 0.95 0.76

S4 2005 694 0.35 1.00 0.73 1438 532 0.37 0.77 0.63

S5 1846 746 0.40 1.00 0.77 1647 680 0.41 0.91 0.73

S1

0 2

2782 932 0.34 0.66 0.56

0.01 2

2781 932 0.34 0.66 0.56

S2 696 311 0.45 0.64 0.59 646 304 0.47 0.62 0.58

S3 480 233 0.49 0.69 0.64 455 220 0.48 0.65 0.61

S4 1256 500 0.40 0.72 0.62 978 412 0.42 0.59 0.55

S5 1846 746 0.40 1.00 0.77 1130 529 0.47 0.71 0.64

S1

0 4

1239 492 0.40 0.35 0.36

0.01 4

1238 492 0.39 0.34 0.35

S2 294 151 0.51 0.31 0.34 274 145 0.53 0.30 0.33

S3 241 137 0.57 0.40 0.43 235 132 0.56 0.39 0.42

S4 597 295 0.49 0.42 0.43 507 259 0.51 0.37 0.39

S5 542 290 0.54 0.39 0.41 525 285 0.54 0.38 0.40

S1

0.005 1

4888 1394 0.29 0.99 0.67

0.02 1

3773 1110 0.30 0.79 0.60

S2 1254 489 0.39 1.00 0.76 465 216 0.46 0.44 0.44

S3 809 337 0.42 0.99 0.78 486 200 0.41 0.59 0.54

S4 1859 658 0.35 0.95 0.71 683 266 0.39 0.38 0.38

S5 1768 722 0.41 0.97 0.76 943 401 0.43 0.54 0.51

S1

0.005 2

2782 932 0.34 0.66 0.56     2481 862 0.34 0.61 0.53

S2 686 311 0.46 0.63 0.59 0.02 2 335 186 0.56 0.38 0.41

S3 478 232 0.49 0.68 0.63     289 144 0.50 0.42 0.43

S4 1197 490 0.41 0.70 0.61     494 222 0.45 0.32 0.34

S5 1209 553 0.46 0.74 0.66     728 348 0.48 0.47 0.47

S1

0.005 3

1524 586 0.39 0.42 0.41

0.02 3

1365 541 0.40 0.38 0.38

S2 363 183 0.51 0.37 0.39 198 116 0.59 0.24 0.27

S3 298 166 0.56 0.49 0.50 188 107 0.57 0.31 0.34

S4 720 336 0.47 0.48 0.48 317 166 0.52 0.24 0.27

S5 652 334 0.51 0.45 0.46 406 212 0.52 0.28 0.31
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Results of extraction performance show that the lexical pattern based approach can pro-
duce high recall but relatively low precision. By increasing the TF-IDF thresholds and min-
sup values, precision can be improved. Figure 5 shows the scalability of our system with 
respect to corpus size when δ = 0.005 and M = 2. In our test cases, the system produced 
best performance when it was tested with a medium size corpus; increasing corpus size can 
make the extraction performance go down. Overall, after testing with various sets of in-
put documents, the extraction performance was around 60% when appropriate thresholds 
were specified.

Figure 5. Extraction performance with respect to corpus size.

Evaluation of Conceptual Relation Extraction
As our purpose in the relation extraction step is to find subsumption relations, the lexical 
rules are built to discover patterns that contain “isA” and “hasA” relations. In the set of re-
lations found by association rule-based extraction, we only used rules that imply “isA” and 
“hasA” relations. These relations are used to construct the concept hierarchy of the ontol-
ogy. Some of the top extracted relations are shown in Table 5. 
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Table 5

Top Extracted Relations

Relations English meaning

điện_thoại – hasA – màn_hình phone – hasA – screen

điện_thoại – hasA – bàn_phím phone – hasA – keyboard

màn_hình – hasA – độ_phân_giải screen – hasA – resolution

điện thoại– hasA – hệ_điều_hành phone – hasA – operating_system

Android – isA – hệ_điều_hành Android – isA – operating_system

màn_hình_cảm_ứng – isA – màn hình Touch_screen – isA– screen

màn_hình_cảm_ứng_điện_dung – isA – 
màn_hình_cảm_ứng

Capacitive_touch_screen – isA – touch_screen

bàn_phím_QWERTY – isA –bàn_phím QWERTY_keyboard – isA – keyboard

Figure 6 is an illustration of some top extracted conceptual relations in the computer 
learned ontology being translated into English. 

In order to evaluate how well the concept hierarchy was constructed in the ontology, we 
used taxonomic precision (TP) and taxonomic recall (TR) as proposed by Dellscaft and 
Staab (2003), in which the position of a concept in the learned hierarchy is compared with 
the same concept in the reference hierarchy. TP and TR are computed based on common 
semantic cotopy (csc) which measures the taxonomic overlap of two ontologies. The com-
mon semantic cotopy excludes all concepts which are not also available in the other ontol-
ogy’s concept set. Given a concept c, two ontologies O1 and O2, the common semantic cotopy 
(csc) is defined as follows:

Android
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where C1 and C2 are two sets of concepts for ontologies O1 and O2, respectively. 

TP and TR are computed based on common semantic cotopy as follows:

where tpcsc(c, c, O1, O2) is a local precision on common semantic cotopy of the concept c 
and computed by: 

Based on TP and TR, we can compute taxonomic F-measure as:

	

Given two ontologies O1 and O2 in which O1 is the computer learned ontology and O2 is the 
reference (or standard) ontology, a part of the evaluation is shown in Table 6. We only take 
different parts of the two ontologies into consideration, in which a concept c in O1 has a dif-
ferent position as in O2. A number of concepts are not considered in this evaluation since 
they are leaf concepts linked to root nodes (things) in both ontologies. There is no need to 
find position difference for these concepts. 
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Table 6 

Comparison of the Learned Ontology and Reference Ontology

O1 O2 c csc(c,O1,O2) csc(c,O2,O1)
a root, b, c root, b, c, d
b root, a root, a
c root, a root, a
d - root, a
e root root
f root, h root, h
g f f
h f f
i - root, j, k, l, m, 

n
j root root, i
k root root, i
k root root, i
l root root, i
m root root, i
m root root, i
o - root, p, q, r , 

s ,t
p root root, o
q root root, o
r root root, o
s root root, o
t root root, o

Description: a: file format; b: music file; c: video file; d: other file; e: smartphone; f: network; g: 2G 
network; h: 3G network; i: phone software; j: operating system; k: applications; l: music player; m: 
email; n: call feature; o: phone hardware; p: keyboard; q: memory; r: screen; s: battery; t: earphone

Based on the analysis shown in Table 6, we can compute 
, 

, and 
.

Usage of ViText2Onto in the Education Domain
Using ViText2Onto, we built an ontology in the education domain to show its application in 
real-world projects. The purpose of this project is to build a recommender system of course 
selection for students of the Information Technology Department at Tra Vinh University. 
This recommender system takes student profiles as input to output a list of recommended 
courses. A student profile is created based on the courses taken by the student so far. The 
knowledge base of this system is an ontology containing information about all courses of 
the bachelor program in information technology in the school. 
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The ontology was built based on descriptions of 50 courses in which each course descrip-
tion is stored in one text document. In each document, a course is presented by many units 
of knowledge that students must learn. Each unit corresponds to a learning objective. Each 
document includes course name, list of learning objectives, list of knowledge units, list of 
chapter titles, and the schedule of the course. These documents are available in the school’s 
e-learning system before the beginning of each semester.

We use ViText2Onto to obtain as many concepts as there are courses and learning objec-
tive names to construct the ontology. Due to the structure of the source documents, each 
document only contains a plain list of learning objectives that belong to the correspond-
ing course in which each learning objective is presented by a noun phrase, not a whole 
paragraph of full sentences like in news or in other types of documents. We did not use the 
relation extraction feature for this ontology. Consequently, after extracting concepts from 
documents, we put them in the ontology manually as a semi-automatic approach. 

In our ontology, concepts that belong to a course form a concept tree. The concept trees of 
all courses in the program form the structure of the ontology. Using ViText2Onto, we were 
able to extract 60% of the concepts used in the ontology. For example, Figure 7 illustrates a 
concept tree for the course Introduction to C Programming. 
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From a general perspective, the performance of the proposed system is acceptable in sup-
porting users to construct a Vietnamese ontology, in which the labor cost and time con-
sumption are reduced significantly by using the semi-automatic concept extraction method. 
The accuracy of the system reaches above 50% with our testing datasets. More effort and 
further studies are on the way to boost the execution of the extraction phase. We believe the 
overall performance can be improved.

Conclusion and Future Research
In this research, we proposed a support system for Vietnamese ontology construction using 
the combination of lexical pattern-based, statistics-based, and frequent sequence pattern-
based methods. The integrated approach can overcome the weaknesses of each individual 
method which may lead to missing concepts and relations in the discovery task. We also 
built a real Vietnamese ontology in the mobile phone domain using our proposed system. 
Then it was compared with a golden standard of manually constructed ontology. The evalu-
ation shows that our approach has acceptable performance in concept and relation discov-
ery. 
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In addition, the constructed ontology can be used as a knowledge base in many applications 
such as a recommendation system, text classification, and information retrieval. Based on 
our model many knowledge bases can be constructed easily such that more materials are 
available in open and distance learning. 

In the near future, we would like to further automate the ontology construction by auto-
matically learning the taxonomy part of ontology from text documents. Alternative meth-
ods of more efficient concept extraction will be considered to take the semantic aspect of 
documents into account.
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A Qualitative Analysis Framework Using Natural
Language Processing and Graph Theory

Abstract
This paper introduces a method of extending natural language-based processing of qualita-
tive data analysis with the use of a very quantitative tool—graph theory. It is not an attempt 
to convert qualitative research to a positivist approach with a mathematical black box, nor 
is it a “graphical solution”. Rather, it is a method to help qualitative researchers, especially 
those with limited experience, to discover and tease out what lies within the data. A quick 
review of coding is followed by basic explanations of natural language processing, artificial 
intelligence, and graph theory to help with understanding the method. The process de-
scribed herein is limited by neither the size of the data set nor the domain in which it is 
applied. It has the potential to substantially reduce the amount of time required to analyze 
qualitative data and to assist in the discovery of themes that might not have otherwise been 
detected.
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Qualitative research is often seen by quantitative researchers as not presenting the positiv-
ist rigor that is found in quantitative studies because of its subjectivity and its dependence 
on “an investigator’s own style of rigorous empirical thinking, along with the sufficient pre-
sentation of evidence and careful consideration of alternative interpretations” (Yin, 2009, 
p. 127). A number of software applications exist to make the often copious amount of data 
more manageable for the analyst, but they are mostly assistive, tracking the asignation of 
codes and categories to specific entities in the data, but are still dependent on the infer-
ential capabilities of the researcher-analyst. In recent years, a new class of software ap-
plications has become available that use natural language processing (NLP) as a first step 
in reducing the subjective nature of qualitative analysis. Some of these applications have 
introduced graph theory in representing the data. This report describes an analytical pro-
cess developed for a recent study that incorporated techniques from standard coding pro-
cesses to include the use of graph theory. The process was developed during a recent study 
that explored the use of distance education (DE) technologies to support lifestyle change 
(Tierney, 2011). Qualitative data generated during the study were limited to the transcripts 
from semistructured qualitative interviews. However, the methods described herein are not 
limited to interview analysis, particularly in the distance-learning domain. DE researchers 
have long used text from discussion forums in their studies, which can represent a copious 
amount of information when examining threads spanning an entire semester or multiple 
semesters. In much the same way, social media (e.g., Facebook and Twitter) represent an-
other vast source of data. Standard coding methods require substantial investments of time 
and resources, which may not always be available to researchers.

The methods herein were not used as a graphical method with deterministic outcomes per 
se. Rather, they assisted the qualitative researcher to visualize relationships within the 
data. The result was a process which may hold promise in analyzing and understanding 
data more quickly and in presenting a form of qualitative analysis that has some aspects of 
positivism, but still allows the researcher the ability to examine data and provide an under-
standing that can only be gained through qualitative inquiry.  

Literature Review
This section provides a brief overview of the domains that form part of the new approach 
to qualitative data analysis, starting with the domain of quantitative text analysis. A very 
brief review of coding is followed by an introduction to natural language processing and its 
relationship to artificial intelligence and a review of the pertinent areas of graph theory. The 
section ends with a survey of existing software applications for computer-assisted qualita-
tive analysis software (CAQDAS).

Quantitative Text Analysis
Evans (1996) provided a review of the state of computer-assisted analysis of text and im-
ages in the mid-1990s. At the time, 

developers of software for qualitative data analysis [had] 
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long known that it is most appropriate to view computers 
as tools with which to support rather than replace human 
coders, especially when so few tools exist[ed] to automate 
sophisticated analysis procedures. (p. 271)

However, most of his discussions in that paper dealt with quantitative rather than qualita-
tive approaches to text and image analysis. It is unclear whether his decision to not foray 
into the qualitative aspects of the tools and techniques reviewed was due to positivist lean-
ings, whether his own or the research community at the time. After all, qualitative research 
had only taken firm hold just a few years before, following the paradigm wars of the 1980s 
(Denzin & Lincoln, 2011, p. 1).

Roberts (2000) provided some history on the origins of quantitative text analysis, recount-
ing the results of a 1955 conference of Harvard University which developed the contingency 
analysis method:

The first step in a contingency analysis involves counting 
occurrences of content categories within sampled blocks 
of text. This produces a data matrix ... with distinct content 
categories (or themes) heading the columns, unique text 
blocks heading the rows, and counts of occurrences (of 
theme within block) in the cells. The analysis proceeds 
by computing a matrix of associations between pairs of 
themes. Finally, the researcher develops (usually post 
hoc) explanations of why some themes co-occurred and 
why others were disassociated (i.e., negatively associated). 
(pp. 260-261)

The contingency analysis method assists the researcher in keeping track of relationships 
between textual elements and emerging themes, but at its heart it is still a quantitative 
method, relying entirely on the researcher to provide the meaning within the text.

Coding Qualitative Data
Qualitative researchers often use broad ideas, themes, or concepts as tools for making 
generalizations. The analysis of this data can have nonvariable concepts or nominal-level 
variables (Neuman, 2006, p. 459). New or refined concepts are grounded in the data. Be-
cause concept formation is an integral part of qualitative data analysis and begins during 
data collection, “conceptualization is one way that a qualitative researcher organizes and 
makes sense” (p. 460). Data coding is used to assist this conceptualization process. Neu-
man (2006, p. 460) cites the description of codes  by Miles and Huberman (1994, p. 56):

Codes are tags...for assigning units of meaning to the 
descriptive or inferential information compiled during a 
study. Codes usually are attached to “chunks” of varying 
size—words, phrases, sentences or whole paragraphs, 
connected or unconnected to a specific setting.
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Neuman identifies Strauss (1987) as having defined the coding process, made up of three 
distinct kinds of qualitative data coding. (Neuman [2006, p. 460] also reiterates the Strauss 
[1987, p. 55] warning that “coding is the most difficult operation for inexperienced research-
ers to understand and to master.”) The three coding types are open, axial, and selective, and 
are sequential. In the first step, open coding, the researcher examines the data to condense 
them into preliminary analytic categories or codes (Neuman, 2006, p. 461). The next step, 
axial coding, requires the researcher to organize the codes, link them, and discover key 
analytic categories (p. 462). In the final step, selective coding, the researcher examines pre-
vious codes to identify and select specific passages that will support the conceptual coding 
categories that were previously developed (p. 464).

Large data sets “require considerable manual effort to analyze as researchers read and re-
read the data to locate evidence to support or refute their theories” (Crowston, 2010, p. 
1). However, most qualitative data analysis software packages primarily track the manual 
conceptualizations and categorization performed by the researcher; they do not assist with 
the conceptualization process itself.

Natural Language Processing
“Natural language,” as the terms suggests, is language spoken or written by humans, as 
opposed to a language used to program or communicate with computers. Natural language 
processing (NLP) falls under the rubric of artificial intelligence (AI), which is the subfield of 
computer science concerned with the concepts and methods of symbolic inference by com-
puter and symbolic knowledge representation for use in making inferences. Natural lan-
guage understanding by computers is one of the hardest problems of artificial intelligence 
due to the complexity, irregularity and diversity of human language, and the philosophical 
problems of meaning (natural language, n.d.). AI can be seen as an attempt to model as-
pects of human thought on computers (artificial intelligence, n.d.).  (This report does not 
attempt to explain the very complex computational theories, processes, or algorithms that 
underpin NLP software. Instead, NLP applications are treated as a black box, with a brief 
description of how a qualitative researcher would use NLP software.)

In its current state of development, the setup and use of AI-based software can be tedious 
and time-consuming because these technologies (e.g., speech and speaker recognition, bio-
metric-based identification such as fingerprint and face recognition, and retinal scanning) 
require training prior to processing input data. Crowston, Allen, and Heckman (2011, p. 2) 
studied two methods for training NLP software. In each approach, a portion of the data set 
is used for training purposes, with the remainder being used to inform the research project. 
The first is a rules-based approach which is knowledge-based, analyzing linguistic phe-
nomena that occur within text using syntactic, semantic, and discourse information. The 
researcher iteratively constructs coding rules for the most abundant and obvious examples 
for each code. Training occurs as the rules are progressively refined for coverage and accu-
racy. The second approach involves machine-learning (ML) algorithms to “automatically 
learn the complex patterns underlying the extraction decisions based on statistical and se-
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mantic features identified in textual data” (p. 2). Crowston et al. determined that, compared 
to manual rule writing, the ML process was more automatic: Training data is used to train a 
classifier using a machine-language algorithm that infers rules for extraction using features 
within the dataset itself. However, in practical terms, “human coders would still have to be 
used to code an initial set of data for training, but from there the trained classifier could be 
used to infer the code labels for the rest of the data automatically, allowing coders to shift 
their attention to checking the machine-coded data to further improve precision, focusing 
on the most important and nonautomatable job of making sense of the data.

Graph Theory
One NLP-based qualitative analysis software package uses graphs, mathematical struc-
tures used to model pair wise relations between objects from a certain collection, as one 
technique for representing the relationships between categories developed during analysis. 
Graph theory is the study of graphs and how they can be used to solve or sometimes only 
understand what are often very complex problems. In fact, there are graphs for which a 
general solution is not available, only a subset that bound by very specific conditions can 
be solved.

A graph refers to a collection of vertices or nodes and a collection of edges that connect 
pairs of vertices. The edges represent relationships amongst the nodes (Manber, 1989, p. 
83). Any subset of a graph’s nodes and edges is called a subgraph. Using the simple compo-
nents of nodes and edges, graphs can be used to model a large variety of both natural and 
human-made structures and situations.

As with all other branches of mathematics, graph theory uses very specific terminology. 
Graphs can be directed, where the relationship between the joined vertices is unidirec-
tional and the edges are represented with an arrow. In undirected graphs, the relationship 
between the joined vertices is bi-directional, represented simply with a line (Figure 6a). An 
additional property of edges is that they can have a weight associated with them: a numeri-
cal value that quantifies the relationship of the two nodes joined by the edge (Figure 6d). 
Weights are sometimes referred to as costs. For example, the weight can represent proper-
ties such as distance, frequency, resistance, or flow.

An important aspect of graphs, which influences their analysis, is the connectedness of the 
vertices. A pair of vertices is connected if there is a path (i.e., edge) between them. In a con-
nected graph, every pair of vertices are connected (Figure 1a). A closed walk in a graph is a 
path of nodes and edges between a vertex and itself (Figure 1b). A closed walk in which no 
edges repeat is a circuit (Figure 6c). A cycle is a circuit with no repeated vertices (Balakrish-
nan, 1997, p. 29; Figure 1c); an acyclic graph has no cycles. A specialized form of graph 
addressed in this report is the tree, a connected acyclic graph.

A lengthy discussion of the mathematics involved in studying and analyzing graphs is be-
yond the scope of this report. However, certain algorithms pertaining to trees are germane 
to the discussion because these constructs can identify relationships across entire data sets 
that might not be evident to all observers. A spanning tree of a connected, undirected graph 
is a tree composed of all the vertices and some (or all) of the edges in the graph (Figure 
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1d). Prim’s algorithm (Manber, 1989, p. 208; Balakrishnan, 1997, p. 94) is used to find the 
minimum weight spanning tree within an undirected graph. Such a construct defines the 
acyclic subgraph that connects all the vertices of the graph at minimal cost (Figure 1e). In a 
subsequent section, a maximum weight spanning tree connects all the vertices of the graph 
at maximal cost (Figure 1f).
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Figure 1. Graph terminology: a) Connected graph; b) closed walk (3-4-2-1-3); c) Cycle (4-1-2-3-4); d) spanning tree; 
e) minimal cost spanning tree; f) maximal cost spanning tree.

Computer-Assisted Qualitative Data Analysis
Many qualitative researchers use electronic spreadsheet software (e.g., OpenOffice/Libre-
Office Calc, Microsoft Office Excel) to assist with managing the coding of qualitative data. 
Such applications aid in the capture of codes and categories, searching data associated with 
specific codes and categories, and the generation of histograms and other frequency rep-
resentations. The ubiquity of such applications and their relatively low cost—OpenOffice/
LibreOffice Calc are open source, making them available at no cost—plays a substantial role 
in their widespread use, particularly among student researchers.

There are several software tools specifically designed for qualitative data analysis (QDA), 
such as Atlas.ti and Nvivo.  

[They] manage the traditional processes of manual coding 
and support retrieval of coded segments (Richards, 
2002)....[Some] offer capabilities for automatic coding 
such as supporting automated searches for keywords or 
regular expressions but no support for semantic or higher 
levels of language. (Crowston, Allen, & Heckman, 2011, 
p. 5)

Hence, any further development of meaning that may be found in the data becomes an 
inductive process for which QDA tools provide no direct assistance. Some packages (e.g., 
Atlas.ti) are able to present network views of the data, but these views do not provide a vi-
sualization of the frequency codes or categories nor do they report the strength/weight of 
the relations between codes.
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Open source packages offer the researcher tools for QDA. NLP libraries such as Carrot2 
and Apache’s OpenNLP require additional programming to form an integrated application. 
RapidMiner is a mature data mining tool with text processing and visualization capabilities 
but would require some customization or the development of ad hoc procedures to analyze 
qualitative research data.

The IBM SPSS Text Analytics for Surveys (TAS) package incorporates several features 
which bookend the categorization process. (TAS does not use the standard code and cat-
egory method where categories are mutually exclusive. Instead, it uses nonexclusive cat-
egories.) Prior to the categorization step, TAS can use NLP to identify potential categories 
which the analyst can then keep or discard. Once categories have been developed, the visu-
alization component of TAS offers features not found in other packages. The researcher can 
use the application’s graphing capabilities to create category maps which show the relative 
strength of the relations between categories. The analyst can filter for weight ranges, fur-
ther isolating specific data for closer analysis. No other packages were found to have this 
visualization capability.

Method
The study data for which this natural language processing/graph theory (NLP/GT) method 
was first used originated from a series of semistructured qualitative interviews on partici-
pants’ experiences using distance education technologies for lifestyle modification/behav-
ior change. Five interviews were conducted generating over seven hours of recordings. The 
purpose of this report is to document the qualitative analysis process, thus any further 
description of the study or how the data was collected is considered ancillary and therefore 
not presented here.

The qualitative data analysis for the study used the IBM SPSS Text Analytics for Surveys V4 
(TAS4) tool (http://www.spss.com/software/statistics/text-analytics-for-surveys/) to ana-
lyze the interview data. There are two key differences between TAS4 and other qualitative 
data analysis tools (e.g., Atlas.ti, Nvivo). First, it does not rely solely on the reasoning and 
capabilities of the researcher to carry out the analysis. Instead, through the use of internal 
resources such as dictionaries, thesauruses, templates, and libraries, it uses NLP to iden-
tify keywords within the data, providing results that are more objective than researcher 
induction alone. Second, there is no defined hierarchy as would be found in codes and their 
categories: There are only categories. Further, the categories are not mutually exclusive as 
is normally the case for traditional coding using codes and categories, thus the meaning of 
a single data object can be placed in more than one category. When the researcher assigns 
categories to a single quotation or other data object, TAS4 looks for keywords from that 
data object in other quotes, assigning the same category when a keyword or synonym match 
are found. 

 TAS4 was selected for several reasons. Primarily, it was chosen on the recommendation of 
colleagues of the principal researcher on this study. In their experience, TAS4 substantially 
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reduced analysis time, sometimes by as much as 50% when compared to other methods/
tools. TAS4’s visualization capabilities, particularly the category maps, enable researchers 
to more quickly expose meaning and nuance, thus enabling the development of themes 
more quickly. Furthermore, the validity of the analysis results is augmented as a result of 
machine-processing, which could also result in time-savings by not having to reanalyze 
data based on questioning of data that can arise when analysis is completely subjective. 

In order to replace the hierarchical nature normally found in codes and categories, a rela-
tionship which aids in the identification of themes, a hierarchy based on order of magnitude 
(i.e., powers of 10) was introduced. For this study, a first order category had at least 100 
(102) shared responses, a concept that has been associated with two or more categories, 
with other categories; a second order category had from 10 to 99 (101) shared responses; 
a third order category had 9 (100) or fewer shared responses. Figure 2 illustrates these 
concepts. A more generalized heuristic would define the “orders” in a data set based on the 
category frequencies found in that data set. Orders of magnitude seemed to be appropriate, 
but another researcher may decide to use another scheme based on the number of catego-
ries generated and their respective frequencies. With the order of magnitude approach, 
first order would include those categories whose frequencies had a factor with the highest 
power of ten, second order would have the second highest power of ten as a factor, and so 
on. The maximum number of “orders” for any dataset would be the exponent of ten in the 
first order frequencies plus one because the factor 100 represents the lowest order. This can 
be expressed mathematically, using scientific notation as

Category frequency = F (10n)) 

where F is a ratio-level measurement greater than or equal to 1 and less than 10 [i.e., 
53=5.3(101), 942=9.42(102)]; n is the exponent (power) of ten, also the order of magnitude. 
The maximum number of orders would be n + 1. For example, a data set with the highest 
category frequencies being greater than or equal to 1,000 but less than 10,000, the maxi-
mum number of orders would be 4 (i.e., 3 + 1), first order category frequencies would have 
a factor of 103, fourth order categories would have a factor of 100. 

For any category, its order, Oc, would be

Oc = (nmax + 1) – n

where nmax is the order of magnitude of the first order categories and n is the order of mag-
nitude of the specific category.

In order to reduce the “noise” within the category graphs, the concept of degrees of separa-
tion was introduced. Any two categories that had a direct relationship (i.e., they had shared 
responses between them) were identified as having one degree of separation. Categories 
that had responses common with another category, but not each other, were assigned two 
degrees of separation. Categories separated by two categories have three degrees of separa-
tion, and so on. See Figure 2.
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Results and Discussion
The steps in the analysis of the qualitative interview data collected for this study were as 
follows.

1) Transcripts were created from the audio recordings of the interviews.

2) The transcripts were then dissected to identify single concepts. Concepts are usually a 
single sentence or several sentences centered around a single idea.

3) The concepts were entered into a single electronic spreadsheet file, with each concept in 
its own cell.

4) Identifiers, unique codes for each interviewee, and demographic data were added for 
each entry.

5) Once completed, the spreadsheet file was imported into TAS4.

6) TAS4 processed the interview data using natural language processing to identify key-
words within each quotation.

7) Categories with names meaningful to the study were created (e.g., role modeling, meta-
cognition, trust, multimedia, etc.).

8) Categories were then assigned to individual quotes. Multiple categories were applied if 

3 degrees
separation

1st order

2nd order

3rd order

Not used

2 degrees
separation

1 degree
separation

Figure 2. Code category order and degrees of separation relationships

appropriate (e.g., the quote “I am not a Facebook person” was assigned the facebook, social 
support, and perception of others categories).

9) If a category was improperly assigned as a result of the NLP, that quote was removed 
from the category. As an example, the natural language processing of the entire data set 
generated people as one of the keywords. The NLP engine uses synonyms, thus it would as-
sociate the term person with people. The quote “I am not a Facebook person” contains the 
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keyword person. The researcher created the category perception of others and linked the 
quote “I am not a Facebook person” to it. As a result, any data that contains the word per-
son would automatically be associated to perception of others. The quote “I am not an ‘easy 
solution’ person – anything like that would not interest me” was assigned to perception of 
others because it contained the keyword person. However, the quote’s meaning was not 
about perception of others, per se, but was closer in meaning to type of person. The quote 
was removed from perception of others and linked to type of person.

10) The initial NLP generated several thousand keywords within the data. The researcher 
identified approximately 40 categories.

11) Five first-order categories developed. These categories were the basis of the themes 
found in the data analysis.

12) TAS4 created category graphs, or category webs as they are called in the software, which 
gave a pictorial representation of each of the first-order categories and their associated 
second-order categories. 

The category graphs were used to develop and expand each of the themes. Most of the sec-
ond order categories in a given graph had a direct relationship to the given first-order cate-
gories, hereafter referred to as having one degree of separation. Others only had an indirect 
relationship to the first-order category, and these were designated as having two degrees of 
separation. Figure 3a illustrates these concepts. Third order categories and categories with 
more than one degree of separation were not used in order to reduce the amount of “noise” 
in the graph. Figure 3b illustrates the difference between the original graph for the category 
trust and when third order categories have been removed. A third graph must be created 
that removes all categories and links with more than one degree of separation (Figure 3c). 
TAS4 was not able to isolate interview data between a given theme category and just one 
of its meaning categories. To overcome this limitation, an electronic spreadsheet file was 
constructed to allow examining only those data objects that were shared between the two 
categories.
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Figure 3. Shared response graphs for the “trust” category: a) all responses and categories; b) all third order 
categories removed; c) all remaining second degree categories removed, leaving a first order category tree.

Categories Developed From Study Data
The transcribed interview data was broken down into 505 concepts. Using the natural lan-
guage processing of TAS4, 38 categories were developed. Table 1 lists those categories and 
the number of concepts associated with each one.
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Table 1

Categories Frequencies

Category

Concept

frequencies
First-order categories

role modeling 158
multimedia 141
trust 118
design 117
support 106

Second-order categories
self-assessment 92
ICT 90
perception of others 88
journaling 71
value 68
info storage, retrieval and sharing tech 60
learning 48
metacognition 45
tools 44
content organizer 38
preparation 26
website 22
type of person 15
online community 15
weight control beliefs 14
facebook 12
motivation 10
tutorial 10

Third-order categories
communication technology 9
dissonance 9
self-aware 8
self-efficacy 7
resilience 7
non sequitur 6
contemplation 5
limited time 3
content 2

Theme Discovery
The use of graphs is not intended to be a graphical method of analysis with determinis-
tic outcomes. Instead, their purpose is to aid the qualitative researcher, especially novice 
qualitative researchers, in discovering any structures that lie within the data and their rela-
tionships with the research question(s). To start the theme discovery within the study data 
set, a graph was constructed that included all the first order categories and the single de-
gree of separation relationships between them. See Figure 4. Using the maximum spanning 
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tree method from graph theory, a graph was constructed that contains all of the first order 
categories and only the relationships amongst those activities with the highest shared re-
sponse rate. See Figure 5. Upon examination of the maximum spanning tree graph, a num-
ber of category pairings were identified: design | multimedia; multimedia | role-modeling; 
role-modeling | trust; trust | support. These pairings were then qualitatively analyzed for 
meaning.
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Figure 4. First-order category graph
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Figure 5. Maximum cost spanning tree of first order category graph.

Themes could have been developed from the maximum cost spanning tree using three 
subgraphs: role modeling—multimedia—design; multimedia—role modeling—trust; and, 
role modeling—trust—support. However, there was no obvious way, through the included 
edges, to relate the start and end nodes of each subpath thereby creating more cohesive 
themes. Therefore, in order to find such logical connections within the data, the first order 
category graph was revisited, removing all relationships among the first-order categories 
with less than approximately 24 shared responses (Figure 6). This resulted in the identifica-
tion of three cycles in the graph that might help in better formulating the themes (Figure 7): 

•	 role modeling, multimedia, and design (Figure 7a); 

•	 role modeling, multimedia, and trust (Figure 7b); 
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•	 role modeling, trust, and support (Figure 7c).

Based on these combinations, three themes were developed. These themes and what they 
mean for distance-based lifestyle change are as follows: 1) Online multimedia resources 
for lifestyle change should be designed for role modeling; 2) Online multimedia for the 
purpose of

design

support

role modeling

multimedia

82

74

46

61
24

29

33

trust

Figure 6. Reduced first order category graph

role modelling should promote a sense of safety and security, avoid risk of physical or emo-
tional harm, and ensure that only accurate up-to-date information is provided; 3): Social 
support for lifestyle change should involve trusted role models. 

design

role modeling

multimedia

82

74

29

trust

role modeling

multimedia

74

46

61

trust

support

role modeling

46

61

33

a)

b) c)

24

Figure 7. First-order category trinaries



A Qualitative Analysis Framework Using Natural Language Processing and Graph Theory
Tierney

Vol 13 | No 5			   Research Notes	  December 2012 187

Conclusion
Analyzing qualitative data can be a laborious and at times pedantic, time-consuming pro-
cess. Conceptualization, especially for new researchers, can be very difficult to master. A 
new class of qualitative data analysis software which uses natural language processing of-
fers tools to both simplify and accelerate the discovery of new themes and theory within 
that data. The concepts presented in this paper have built on natural language processing 
to further accelerate the discovery of what lies within the data.

This project has exposed opportunities for further research in several areas. No formal com-
parison was made with other tools such as Atlas.ti or Nvivo prior to embarking on the use 
of TAS4. Nonetheless, TAS4 does appear to have some strengths over these other software 
packages. Its nonexclusive use of categories uniquely allows for the generation of graphs. 
And with the ability to build and extend templates, the speed of analysis is almost certain to 
be increased when working on data sets within a given field, compared to other tools. (For 
the demonstration project described in this report, the categorization and theme develop-
ment for 505 concepts took less than two days.) A study to identify such time savings would 
prove very useful in supporting the use of graph theory and natural language processing for 
qualitative data analysis. The cost of applications like TAS4 represent a substantial barrier 
to their adoption, especially in academia. The availability of open source natural language 
processing packages  and other data/text mining software (e.g., Apache NLP, RapidMiner) 
may represent an avenue to the wider adoption of NLP-based qualitative data analysis.

As with all new approaches, only their use in different situations can help to debug and 
refine them. It is hoped that others will do exactly that to enhance the robustness of using 
graph theory with qualitative data natural language processing. In addition to new valida-
tion attempts of the method based on first order categories, analysis at a finer granularity 
than was attempted in the study for which the method was developed needs to be carried 
out. It is believed that when second and third order relationships are included, very subtle 
nuances can be discovered and teased out, further strengthening the contributions of quali-
tative studies. 
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